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CRRANY THE SUPERCOMPUTER COMPANY

Overview

* Designing a HPC system

* Cray XT3: About the Parts

 AMD Opteron Processor
« Cray SeaStar Network
* Unicos/Ic Kernel

e Benchmark Results
* Application Results
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Designing a System

* Architectural decisions must be made very early
* Processor
* Network
« OS

* Early decisions are often difficult/expensive to
change

* Months or years may pass between initial design
decisions and final results
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AMD Opteron: The Basics a

* 64-bit x86 Architecture
* 128k Fully-associative L1 Cache
* 1MB 4-way Associative L2 Cache

* Integrated Memory Controller

* No Northbridge
 Low Memory Latency

* HyperTransport

» High-bandwidth from the processor
« Open Standard
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AMD Opteron: The Basics a

* 64-bit x86 Architecture
* 128k Fully-associative L1 Cache
* 1MB 4-way Associative L2 Cache

* Integrated Memory Controller
* No Northbridge
* Low Memory Latency

* HyperTransport

» High-bandwidth from the processor
« Open Standard
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AMD Opteron: Generic System

pulled onto the Opteron die.
Memory latency reduced to 60-
90 ns

6.4 GB/sec * No Northbridge chip results in
savings in heat, power,

p_ér'rx complexity and an increase in

Bridge performance
% * Interface off the chip is an

open standard
(HyperTransport)

H * DDR memory controller and
L ‘| function of Northbridge is
I
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AMD Opteron: Generic System

CRAY XT3 PE

R

6.4 GB/sec

DDR memory controller and
function of Northbridge is
pulled onto the Opteron die.
Memory latency reduced to 60-
90 ns

No Northbridge chip results in
savings in heat, power,
complexity and an increase in
performance

Interface off the chip is an
open standard
(HyperTransport)

Six Network Links
Each >3 GB/s x 2
(7.6 GB/sec Peak for each link)
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Cray XT3 Processing Element: Measured
Performance

* DDR memory controller and
6.4 GB/S function of Northbridge is
L pulled onto the Opteron die.
Memory latency reduced to
<60 ns

* No Northbridge chip results in
savings in heat, power,
_z-——zﬁ"l‘sg"' complexity and an increase in
performance

* Interface off the chip is an
open standard
(HyperTransport)
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Six Network Links
Each >3 GB/s x 2
(7.6 GB/sec Peak for each link)

:'_.

= XPLORES

2/13/2006 The 7th LCI International Conference on Clusters 6




THE SUPERCOMPUTER COMPANY|

Cray XT3 Processing Element: Measured
Performance

DDR memory controller and
function of Northbridge is
pulled onto the Opteron die.
Memory latency reduced to
<60 ns

No Northbridge chip results in

savings in heat, power,

ﬁ complexity and an increase in
performance

* Interface off the chip is an
open standard
(HyperTransport)
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Six Network Links
Each >3 GB/s x 2
(7.6 GB/sec Peak for each link)
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Cray XT3 Processing Element: Measured
Performance

DDR memory controller and
function of Northbridge is
pulled onto the Opteron die.
Memory latency reduced to
<60 ns

No Northbridge chip results in
savings in heat, power,
complexity and an increase in
rformance

terface off the chip is an
open standard
(HyperTransport)
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Six Network Links
Each >3 GB/s x 2
(7.6 GB/sec Peak for each link)
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Cray XT3 Processing Element: Measured
Perfor

DDR memory controller and
function of Northbridge is
pulled onto the Opteron die.
Memory latency reduced to
<60 ns

No Northbridge chip results in
savings in heat, power,
complexity and an increase in
rformance

terface off the chip is an
open standard
(HyperTransport)

-
= |

SV Ll

Six Network Links
Each >3 GB/s x 2
(7.6 GB/sec Peak for each link)
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Cray XT3 Processing Element: Measured
Perfor

DDR memory controller and
function of Northbridge is
pulled onto the Opteron die.
Memory latency reduced to
<60 ns

No Northbridge chip results in
savings in heat, power,
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terface off the chip is an
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Memory Latency

IBM p690 1.5 Ghz 262.00

IBM SP3 375 Mhz 375.00

Opteron 800 Series 2.0 Ghz _ 110.00
Opteron 200 series 2.0 Ghz _ 90.00

Cray XT3 2.4 Ghz 51.60

1

0.

(=]

0 100.00 200.00 300.00 400.00

Local Memory Latency (ns)

Single Processor architecture yields lowest memory latency
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Measured Memory Balance =

IBM pSeries 690 0.19

HP Integrity Superdome

HP 9000 Superdome

Intel Xeon

Sun Fire 25K

IBM p5 595

SGI Altix 3700

E

-
= |

SGl Origin 3800

i
L.

Cray XD1 2
Cray XT3 h
Cray X1 1.65
I 1 I I . LJ
(=
0.00 0.50 1.00 1.50 2.00 D
B/F calculated from memory bandwidth Memory/Computation Balance (B/F) =

measured via STREAM Triad benchmark
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Cray SeaStar Internals -

[ —3 e Each Processor is

directly connected to

7.6 GB/sec
bandwidth per link

a dedicated SeaStar :%

e Each SeaStar f{g

- contains a 6-Port —>

router and "

g Com_munications <
>k | engine 2
JECE * Provides serial T

Control PowerPC

Processor
Interface

440
Processor

connection to the
Cray RAS and
Management System
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Measured Network Balance =

IBM p655, Colony ]0.008
Xeon, GigE ]0.010
Xeon, Myrinet 0.031
. |15
ltanium 2, QsNet II 0.039 =1
IBM p690, Federation 0.042 i;'!
AlphaServer, QsNet 0.056
Xeon, InfiniBand 0.069 u
SGI Altix 0.167 ~
=)
=
IBM Blue Gene 0.055 =
v)
0.000 0.250 0.500

Network bandwidth is the maximum Communication/Computation Balance (B/F)

bidirectional data exchange rate
between two nodes using MPI
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What is OS Jitter? -

* |n order to provide certain
services, the OS must wake-up
periodically

* Network and |I/O Requests

 Daemon Processes
« System Calls and Threads

* These wake up calls interrupt
user time

* As more processors are added,
more interruptions occur across
the machine

* This white noise on the system
is known as “OS Jitter” and is
often the limiting factor for
system scaling.

C Rfyigt=

LI
5
=)
=
§))

EXPLORE

2/13/2006 The 7th LCI International Conference on Clusters 11




R ANY THE SUPERCOMPUTER COMPANY

Scalable Software Architecture:
U N ICOS/IC  Full featured Linux on

Specialized Service PEs, Microkernel
Linux nodes on Compute PEs.

» Service PEs specialize by

Compute PE  function

Login PE « Contiguous memory

Network PE layout used on compute
processors to streamline

System PE communications

/O PE « Software Architecture

eliminates OS “Jitter”
* 100 ms interrupt times
« Will be synchronized if
required
* OS heartbeat checked
once per second.

« Software Architecture
enables reproducible run
times

Compute
Partition

Service Partition

2/13/2006 The 7th LCI International Conference on Clusters 12
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Top500 Linpack Scaling

Top 10 Systems
1
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Top500 Linpack Scaling 2
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XT3 Benchmark Results
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NAS Parallel Benchmarks [

R T ST

* The first time we looked at these was in 19 Cray-
MP

* The last time we looked at these was in 1999 on a 1024
Processor Cray T3E 1200
« We tuned codes for E-registers, shmem, etc.

* We recently ran these on a 4096 PE Cray XT3
« Codes were the ASIS MPI version (3.2) (one exception)
« -0O3 -fastsse

* |IBM Blue Gene Results from Argonne
« http://www-unix.mcs.anl.gov/~kaushik/bgl/npb results.htm

* Run in co-processor mode
» -O3 -garch=440d -qtune=440 -gbgl -gmaxmem=64000
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NPB: FT 2

NPB FT
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HPC Challenge
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HFE Challenze Benchmark
Benchmarks normalize to the show the highest performance with a walue of 1

PP=HFL
PP=PTRANS RandonRing Latency
0.4
+o.2
PP-RandonfAccess I f; { - f 4 - i} } | RandonRing Bandwidth
PPoFFTE R oo SH-DGENN

SH-STREAH Triad

M Rackahle Systems Emerald AMD Opteron - 256 procs - 2.2 GHz

2 threads MP1 process (512)

InfiniPath HTX InfiniBand Adapter A SilwerStorm 9120 InfiniBand Switch - 10-14-7005
[crau 573 @MD Opteron - 1100 procs — 2.6 GHz

1 thread/MPI process (11003 - Cray <13 - 96-08-2000

B
£
=
9))

i

5

Differences in the benchmark results between computers. even of the same model,. can be a result of
the number of processzors used. the number of threads used, the processor interconnect . the amount of
memory allocated for the run, the version of the BLAS and MPI, and other factors. A complete listing
of the environment for each benchmark run can be Found at: hittpo/ddcl.cs.utkedulbpocdexport shpoc  xls

XPLO
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HPE Challenge Benchmark
Benchmarks normalize to the show the highest performance with a walue of 1

PP=HPL

PP=PTRANS ol i RandonRing Latency

PP=RandonAccess ,j { ,; '8 - + 4 :; } :IRandonRing Banduidth

PP-FFTE SR e e ’ SH-DGEHH

3

SH-STREAN Triad

WsGI Altix 3700 Bx2 Intel Itanium 2 - 1008 procs - 1.6 GHz
1 thread/MPI process (10082 - HNUMAlink — 053-29-2005
ECray %73 AMD Dpteron — 1100 procs — 2.5 GHz
1 threadMPL process (11003 - Cray XT3 - 00-08-2003

Differences in the benchmark results between computers, even of the same model,. can be a result of
the number of processors used, the number of threads used, the processor interconnect,. the amount of
memory allocated For the run,. the wversion of the BLAS and MPI,. and other factors. A complete listing
of the environment for each benchmark run can be found at: http:/licl.cs.utk.edushpeclexport/hpcc.xls
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HPE Challenge Benchmark
Benchmarks normalize to the show the hishest performance with a walue of 1

PP=HPL
ST
FP=PTRANS __,--"" .__,.-*<Q.§..l '-_-.__:. RandonRing Latency
T8
0.4
.F;ﬁﬁg
PP=REandonAccess If*——*i__rrr_F’f{ [l ’/? j f{ .H i{RandnnRing Bandwidth
FP-FFTE | ""-__. .l-'”-.é;--"'“ H.“‘-"':SH-DGEHH

SN-STREAN Triad

M IEM Blue Gene PowerPC 440 - 1024 procs - ¢.7 GHz

1 thread/MPI process (10243 - Custom 30 torus + global tree — 05-04-Z2005
ECray ®T3 AMD Opteron - 1100 procs - 2.6 GHz

1 thread/MPI process (1100) - Cray T3 - 06-08-2005

Differences in the benchmark results between computers, ewen of the same madel, can be a result of
the number of processors used, the number of threads used, the processer interconnect. the amount of
memory allocated for the run, the wersion of the BLAS and MPI. and other factors. A complete listing
of the environment for each benchmark run can be found at: hittp://icl.cs.utk.edushpoc/export/hpoc.xls
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Ptrans (Global Bandwidth) 2

GP Trans (GB/sec)

SGI Altix - 1,008 PEs 105.6 -. u'

IBM Blue Gene L - 65,536 PEs 339.284 %
o<

NEC SX-8 576 PEs 312.7 Q

Cray XT3 1,100 PEs - 217.9

0 200 400 600 800 1000 1200 1400 1600 1800 2000
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Global FFT (Gflops/sec)

Global FFT (Gflops/sec)

SGI Altix- 1008 PEs ] 15.6

L

IBM Blue Gene L - 2048 PEs 96.1 -:'-'%1
f e

NEC SX-8 576 PEs 160.9 QO

Cray XT3 1024 PEs [N 266.6

crayx13 4096 pes | < 6

Reasom - 10350 s | 1 >

0 200 400 600 800 1000 1200

]
)
=
v)

e o, %

2/13/2006 The 7th LCI International Conference on Clusters 28




P e TMPU TER COMPANY
XT3 Application Results
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POP Barotropic 2

POP Barotropic Timings
POP 1.4.3, x1 benchmark

|
- |BM SP
—tt— HP aServer SC
M p690 cluster
Earth Simulator =
Cray XT3 (2.4 GHz)
-9 |BM BG/L (VN mode)
—— SGI AltiX (1.5 GHZ)
—=b— Cray XD1 (2.2 GH2)
—=="SGI Altix (1.7 GH2)

o

" —v— Cray X1E
e Cray X1E (w/C AF)

C RimshigEy

Seconds per Simulation Day

SHHULATE -

i g-_ﬁza,“,éz — D . rﬁ_._.ﬁ??i‘.‘-‘%r_—-q,; """"‘3,@& i
0 i 25 T | Wﬂa‘ﬁ?’w , ,.--,-.u’—“"‘gemii"“-b{;:;.»&'%fyi
16 32 64 128 256 512 1024 2048
Processors

Lower 1s better
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POP Baroclinic

POP Baroclinic Timings
POP 1.4.3, x1 benchmark

I

IBM SP

IBM BG/L (VN mode)

= HP AlphaServer SC

IBM p690 cluster

Cray XD1 (2.2 GHz) =

VR

d
) SGI Altix (1.5 GH2) 5
D - " ﬁ
- SGI Altix (1.7 GH2) L
o Cray XT3 (2.4 GHz) N 8=
© Earth Simulator O
E Cray X1E -
B - Cray X1E (w/CAF)
Q- r -—--
N ; -:_':I
-§ >
3 -
o =
N
0.25
16 32 64 128 256 512 1024 2048
Processors

Lower 1s better

XPLOREs

w
-

2/13/2006 The 7th LCI International Conference on Clusters




CRRANY THE SUPERCOMPUTER COMPANY

POP Overall Performance

LANL Parallel Ocean Program

POP 1.4.3, x1 benchmark
400

—s— Cray X1E (W/CAF)
—t— Cray X1E :
350 |~ === Earth Simulator - , I . 1
—m— SGI Altix (1.7 GH2) 7 .
| —=— SGI Altix(1.5GHz) _ fJ | T
5 300 Cray XT3 (2.4 GHz) y 4 %
o —s— Cray XD1 (2.2 GH2) P~ =
& o509 | —&— IBMp690 cluster ... — L | :)
* ——— |BM BG/L (VN mode) /
< ~—y— HP AlphaServer SC / -
® 200 - —— BMSP Y ARSI S N — i
>_ e 7
c LLE
T 150 T
= =
@ 100 |- -
:'.:_::
16 32 64 128 256 512 1024 204 g |
Processors p =
o
ngher 1s better 60 surface cells/processor l

2/13/2006 The 7th LCI International Conference on Clusters 32




CRRANY THE SUPERCOMPUTER COMPANY

POP 1.4.3 tenth-degree benchmark

=

2
;! .
E 3 ,)
e =
£ 1 : : : =
»n 0 ; ; ; : =
8 64 512 4096 32768 =
Processors i
= Earth Simulator == Cray XT3 LS
= Cray X1E == |BM BG/L ;3
Higher 1s better 1

A
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S3D Flame Dynamics

53D Flame dynamics benchmark
0.001 : ; e : — . ———

C RizAyijE

0.0001

T
|

Seconds per grid point and time step

SMULATE

+ — " g Opteron (San.) - 4 GF
i ---#--- |tanium (PNMNL) - & GF/p
XT3 (ORNL) 3F)

—— X1E (ORNL) - 18 GFip

19_‘]5 L . "I W S S W S| A L PR TR W W T S | L L P bl bl
1 10 100 1000 10000

Processors

Flat and Lower is better
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CAM Atmospheric Model 2

Performance of the CAM3.1 Atmospheric Model

Finite Volume Dynamics, 361x576x26 benchmark

16 T T T T |
Cray X1E (Phoenix/ORNL) —_—r—
Earth Simulator —t— _
14 Cray XT3 (Jaguar/ORNL) —— Ll
ltanium2 cluster (Thunder/LLNL) —— |
o 12 " |BM p690 cluster (Cheetah/ORNL) —a— | j,_.:%
g /\/ IBM SP (Seaborg/NERSC) —— Ll
. s
[ s 0=
a 10 J— — (
@ .
0 :
8 / |
> - )
g / H 6—:-35?."»'9-;:?::;.9 I ..1-}-
= / // - ] =
®© 6 > >
& a4 £ o " o =)
P =
//f“h = /——-" . -
400 600 800 1000 1200 1400 1600 g
Processors p
©)
° ° - ._j
Higher 1s better a |

L1
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WRF Performance on XT3 -

WRF v2 EM Core, 425x300x35, DX=12km, DT=72s

Cray XT3 2.6 GHz Opteron,

PGl 6.0.5 (vendor)
600 - \
550

500 A Cray XT3 2.4 GHz Opteron,
PGl 6.0.2 (vendor)

C

450 .
o '
8400 .
5 =
o320 T
.| =l
L300 - <]
SGI Altix Itanium2 1.6 GHz, D)
250 1 9MB L3, ifort (Vendor) =
200 | =
\HPTI Linux, 3.2 GHz Xeon D

Myrinet, ifort (eJet at FSL)

100 :

50 | IBM p655+ 1.7 GHz, L1

Federation (NCEP) (="

0 T T T T T T T _>

0 128 256 384 512 640 768 896 1024 1152 1280 7

. . Processors (1
Higher 1s better
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=CHIAMS 1255160 @ e o Metsorologe '
Performance on XT3

0.700 1400.0 %
0.600 | 1 1200.0 , ;-
_0.500 | | 1000.0 & Q
T 0.400 | | 800.0 &  —=—time per =
8 0.300 | 1 6000 £ timestep =
® 0.200 f | 4000 3  ——Sustained 3
0.100 | | 2000 @ Gllops =
0.000 . 0.0 Y
384 768 1536 2048 3072
CPUs

EXPLORES
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=/
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GYRO B1 2

GYRO performance for B1-std

Cray ]I".‘IEI ——
Cray XT3 (2.4 GHz) - et
20— S5GI1 Altix (1.7 GHz) e
TeraGrid cluster {1.5 GHz) ——

VR

IBEM podd cluster {1.3 GHz, HPS)

IEM BGIL —
15 |- IEM 5P .

C Ri=AviEs

Timesteps per Second

| L}
—
5
=
7)

1200

Processors

Higher 1s better

= X-PLORES

w
oo
=\
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GYRO B3 a

GYRO performance for B3-gic

4 Cray X1E ' ST
SGI Altix (1.7 GHz) .
Cray XT3 (2.4 GHz] —e—
¥ I™ TeraGrid [1.5 GHz} ——
IBEM p&i0 cluster {1.3 GHz, HP5) - 1]
IEM SP {375 MHz) ey o
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Conclusions

* We believe that we made the right choices

 AMD Opteron provides excellent memory latency
and injection bandwidth

« SeaStar network gives extremely good network H
balance 3

» Microkernel gives excellent scalability by reducing ¥
OS jitter.
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Extra 1
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LANL Parallel Ocean Program

POP 1.4.3, 0.1 degree benchmark
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Extra 2 F

VH1 weak-scaling benchmark
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Extra 3 2

GTC weak-scaling benchmark
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