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Abstract

Brisk growth in the data rate of disk drives has been instntalén developing high performance storage
systems for a diverse spectrum of applications. Howeverptice of growth in the data rate is expected to
significantly slow down in the near future, hindered mainjythe thermal design constraints of the drives. It
is important to understand how real workloads exercise thlesdand how the resulting activities affect the
drive temperature. Such an understanding can help us paspetfiormance envelope by designing drives
for average case behavior, with safeguards to control diskiees whenever we reach thermal emergencies.
However, there is a critical void in toolsets today for inegd performance-thermal studies of disk drives with
real workloads.

This paper describes the first infrastructure for integratedies of the performance and thermal behavior
of storage systems. Using microbenchmarks running ontifiiggtructure, we first gain insight into how 1/O
characteristics can affect the temperature of disk driVés.use this analysis to identify the most promising,
yet simple, “knobs” for temperature optimization of highesg disks, which can be implemented on existing
disks. We then analyze the thermal profiles of real workldhdsuse such disk drives in their storage systems,
pointing out which knobs are most useful for dynamic thermahagement when pushing the performance
envelope.
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1 Introduction

A steady growth in the data rate of disk drives has been im&nfal in their successful deployment across a
diverse range of environments. In addition to data-cesgiwices such as file, web and media servers, transaction
processing, etc., disk drive performance is becoming mhe critical for even consumer electronic products
such as digital video recorders, personal entertainmethgaming devices. While parallelism using RAID [25]
has been effectively employed in server environments fgindri bandwidth, the growth in the raw data rate is still
very important for single drive performance across all ¢hasplications.



The internal data rate (IDR) of the drive is dependent on itieal density, rotational speed, and the platter
size. The IDR has been growing at an exponential rate of 408ameum over the last fifteen years, due to
a combination of brisk growth in recording density in linekmsity and higher rotational speeds (expressed in
Rotations-per-Minute or RPM). However, increasing the Rlesls to excessive heat being generated since the
viscous dissipation is proportional to nearly the cubic pof¥]. In order to ensure that the disk drives adhere to
the thermal design constraints when increasing the RPMl#iter size (which is proportional in nearly the fifth
power to heat) may need to be reduced. This provides a maitiimwvhich the target IDR can be achieved for
the same amount of heat by merely shrinking the platterstemdompensating for the smaller size by increasing
the RPM appropriately.

Designing disks to operate within the thermal design emelis critical for reliable operation [1]. High
temperatures can cause a host of reliability problems, asaiff-track writes due to the thermal tilt of the disk
stack and actuators, which can lead to corruption of datayen a complete failure of the device due to a head
crash [16]. It may appear that a simple solution to this gobls to provision a more powerful cooling system,
since that would facilitate the extraction of heat from thevide, thereby reducing its operating temperature.
However, such cooling systems are prohibitively expenivé.

It has been shown that the pace of growth in the linear demsigxpected to slow in the future, requiring
much more aggressive scaling of the RPM to sustain the IDRtroate [14]. Furthermore, this study showed
that such aggressive scaling of the RPM cannot be sustaiithih the thermal envelope even for very small
platter sizes thereby leading to a significant slowdown @R growth rate in the near future. The implication
of this is that disks in the future would have to be designe@verage case thermal behavior rather than the worst
case situation, incorporating the characteristics neéatdaigher performance, such as a higher RPM. However,
this design approach can cause the operating temperateseéed the the thermal envelope at runtime, if we
do not incorporate any safeguards. To avoid thermal emeiggen14] suggested the use Dynamic Thermal
Management (DTM), a philosophy that is being actively investigated in theterhof microprocessor design as
well [4, 30]. In DTM, the disk is allowed to serve I/O requeatsusual. However, if there is an imminent danger
of violating the thermal envelope, we dynamically moduldite drive activities to prevent such a situation from
occurring.

Designing and optimizing DTM techniques requires a carafalysis of how different drive activities impact
the temperature, using real workloads. For instance, ifawe la disk operating at a given RPM, how do the seeks
in the workload increase the temperature? How far apart ekssgeed to be in order to remain within the thermal
envelope? Within a seek, how do the different phases - aetigle, coast, deceleration - impact the temperature?
Can we modulate the head scheduling or request service sshiemDTM? Given different DTM alternatives,
how do we pick one over another for a given set of workload s and disk drive parameters?

Such a detailed understanding of the interaction betweekloan activities and disk drive parameters, and
their impact on temperature, requires detailed toolseds dhe currently unavailable. Though there are tools
such as Disksim [10] which are widely used for performancgliss, there is no tool available today to study
the temperature of a drive running a real workload. The eawiork in thermal modeling of disk drives [7, 14]
has been more intended to study the temperature of drivesy wiehdy state conditions for static configurations
of different drive parameters, and have not really lookethattemperature during the dynamic execution of a
workload.

With these motivations, this paper makes the following dbations for facilitating temperature-aware storage
system design:

e We present the first integrated performance-thermal siimuta study the temperature of disk drives with



real workloads. This has been accomplished by extendingifteete-event Disksim performance simu-
lator with a time-step simulation of the temperature, wiéels up heat flow equations for the drive and
solves them with a Finite Difference Method. The developnters also involved detailed modeling of
the components of the disk seek. The simulator is fairly nlexdwith clear interfaces between the two
components to facilitate DTM studies.

e Using this simulator, we study the impact of disk I/O on th&eltemperature for a constant RPM disk
drive. With detailed microbenchmarks we study the impadhefseek components - acceleration, coast
and deceleration, together with the temporal separatibnden seeks, on the drive temperature. We point
out that cooling can be achieved by one or more of the follgwihvery short seeks (i.e. head scheduling
algorithms such as SPTF may perform temperature controkdls so that the voice-coil motor (VCM) is
not active for too long, (ii) very long seeks (i.e. a reverE8BTF may sometimes be preferable) to amplify
coast times when VCM is off, and (iii) increasing the tempseparation between seeks.

e We profile the thermal behavior of real server workloads drmvshow the temperature varies during the
execution. We also show that the spatial locality (minimgzseek activity) and the temporal separation
between the seeks is adequate in these workloads that weutamadically apply a 5000 RPM boost to
their baseline disk configurations (which were designecetonain within the thermal envelope for worst
case conditions) without exceeding the thermal enveloggs fesults in around 21-53% improvement in
response times. Higher RPMs mandate more active DTM scheHmsever, we show that the scope of
such schemes is rather limited if we have to work under thateaimts of a constant RPM drive.

The organization of the rest of this paper is as follows. i@ reviews the related work in this area. Section
3 describes our integrated thermal-performance framewanmd the microbenchmark evaluations are given in
Section 4. The evaluation with real workloads is conducteddction 5 for different drive RPMs. Section 6
explains a simple delay-based DTM scheme, and finally secticoncludes this paper.

2 Related Work

There have been many prior studies on the power consumptidislo drives [19, 35] and its optimization in
mobile/desktop systems. Prediction of idleness is usepitodown the disk to a low power mode during periods
of inactivity [22, 8]. [24] uses a combination of prefetchiand caching to increase such idleness for more
effective power management.

More recently, there has been interest in reducing the dislepconsumption in server systems [15, 5]. The
problem is more challenging in these environments becdgsworkloads may not have sufficient idleness, and
may not tolerate degradation in performance. Furthereseaiigks have quite different characteristics compared
to their laptop/desktop counterparts [1], with much largansition times to/from the low power modes. The
solutions for server environments employ multi-speed/DRiitsks [12, 5], which can be used in conjunction
with other techniques such as data clustering [26] or cacdmeagement [36, 37].

Another approach is to use flash memory (which consumes lpawer and is also faster than a disk) to
construct a large buffer, to increase disk idleness. In fs@mnsung recently announced a flash based disk that can
provide over 16 GB of storage [27]. Such a disk can delay wiibethe magnetic disk by accumulating them in
the flash buffer and doing a bulk write. Although this solatie good for laptops and desktops, where 1/O traffic
is lower, it is not easily applicable for servers. First, tligher rate of I/O traffic in server systems can easily
wear out the flash memory. It has been shown that under a tylislausage scenario in a server and 100,000



write/erase cycles for the flash disk, wearout would occless than two years [23]. Secondly, since many server
workloads (which have large working sets and may involveesswcompulsory misses) tend to have more disk
reads than writes, many of the operations will still needdoeas the disk.

Temperature-aware design is becoming important in theegbrf microprocessors [30], interconnection
networks [28], and storage systems [14] due to its strongetzdion to the reliability of components and the high
cost of cooling. [7] describes a model of the thermal behasfa disk drive based on several parameters such
as drive geometry, number of platters in the disk stack, Réd, materials used for building the drive. However,
this model [7], and the other closely related work in thisagf®4], are both studies of the thermal behavior of
disk drives (based on different drive parameters) undéicstanditions, and the behavior has not been previously
studied during the dynamic execution of real workloads.réhms also been a study on modeling and designing
disk arrays in a temperature-aware manner [20].

Dynamic Thermal Management (DTM) has been proposed as aiteattiral solution to manage the tem-
perature [4, 31, 29] while pushing the performance enveldpe basic idea of any DTM scheme is to operate
the component/system, which has been desighed fawvenage-case behavior (rather than the worst-case as is
conventionally done) and to modulate its activities atimptto avoid exceeding the thermal envelope.

3 A Framework for Integrated Thermal-Performance Simulation

In order to analyze the thermal behavior of applicationsl j@ossibly control it dynamically), we need a frame-
work that can relate activities in the storage system ta tt@iresponding thermal phenomena as the workload
execution is in progress. In a real system, this can be agthiey instrumenting the I/O operations and leveraging
the thermal sensors [16] that are commonplace in most mghdesks drives today. However, since the objective
of this study is to investigate the effect of disk configusat that are not yet available in the market today, using
highly controlled experiments (without external perturbas), we use a simulation-based approach. In this sec-
tion, we describe the simulation framework that we have ldgezl to study performance and thermal behavior of
storage systems in an integrated manner.

The simulator consists of two components, namelgerdormance model and athermal model. The perfor-
mance model is used to simulate all activities in the stosgtem that could potentially affect workload perfor-
mance, such as, interconnect latencies, cache accesdegjigkuorganizations (such as RAID), seek/rotational
latencies, etc. The thermal model, on the other hand, cerssttle effect of parameters that can affect the temper-
ature of the storage system components.

In our simulator, the performance model we use is Disksinj, [Mdich models the performance aspects of
the disk drives, controllers, caches, and interconnects feirly detailed manner. Disksim is an event-driven
simulator, with the simulated time being updated at discesents, e.g. arrival of request, completion of seek,
etc. Disksim has been extensively used in different stualieishas been widely validated with several disk models.

Our thermal simulation model is based on the one developegtilick and Cohen [9]. The sources of heat
within the drive include the power expended by the spindléam(o rotate the platters) and the voice-coil motor
(for moving the disk arms). The thermal model evaluates d¢neperature distribution within a disk drive from
these two sources by setting up the heat flow equations fiarelift components of the drive such as the internal
air, the spindle and voice-coil motor assemblies, and thve dase and cover. It uses the finite difference method
[21] to calculate the heat flow, and iteratively calculates temperatures of these components at each time step
until it converges to a steady state temperature. Such datiorumodel is sometimes referred to as a time-step
simulator.

There are some parameters/events of one model which mayfexitthe other. For instance, the performance
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model does not really need to know the external air temperatu the nature of the platter material. Similarly,
the thermal model is relatively unaffected by cache hitis @s though there was no incoming request). However,
there are several shared parameters/state that need todlovohe to another. The thermal model needs to know
when the seeks start and end (to account for VCM power), asalthe operating RPM. If one is interested in
modeling a Dynamic Thermal Management (DTM) techniquen tildormation has to flow from the thermal
model back to the performance model in order to control datévities. Such information/state flow from one to
the other needs to be carefully done, while ensuring thelabeditime is reconciled between the two models - a
discrete event model and a time-step model - for each disk.

Our integration of these two models is based on the observdliat the only two governing factors from
the performance model which affect the thermal model ireltiee seek activity (particularly the VCM on and
off events) and any RPM changes (if using a multi-speed/DRIEW). At these points, the performance model
invokes the thermal model to iteratively (time-steps) categhe heat flows until the simulated time of the thermal
model reaches the simulated time of the next such point ipén®rmance model. In other words, we normally
run the performance model for the sequence of incoming I¢Qests. Whenever this model incurs a VCM switch
from its prior state (i.e. on from off, or vice-versa), it akes the thermal model with the appropriate VCM state
information so that the thermal model can catch up on its tionie time in the performance model, at which
point control flows back to the performance model. In the cdsemulti-speed disk, this invocation is also done
at RPM change events.

Such an integration between the two models requires a ¢avefing of the time-step in the thermal model,
since it affects both the speed and accuracy of the simula#orelatively large time-step, as can be expected,
can give a faster simulator at the expense of lower accuaacka finer granularity would give high accuracy at a
slower speed. To evaluate these trade-offs, we ran workloachparing their temperature profile using different
time-step granularities (varying between 100 to 2500 sbegts/een successive 1/0O events in the performance
simulator), with that of a high resolution thermal simubati(60,000 steps/minute). We found that a choice of 400
steps of the time-step thermal simulation between any twoessive 1/0O requests of the performance simulator
gives a thermal profile that is within 0.1% of the high resiolutversion, and we use this value in our experiments.
Note that this translates to different granularities foinaetstep during the course of a simulation, depending on
how far temporally apart are the events in the performanuelstor.

3.1 Modeling the Physical Behavior of Disk Seeks

When doing the thermal-performance simulation, one of thiwides that needs to be modeled accurately is the
dynamics of a physical seek operation. Although the timendkr a seek is already accounted for by the per-
formance model, the mechanical work involved to effect gwksoperation has a strong influence on temperature
and needs to be accounted for.

The seek time depends on two factors, namely, the inertimepof the VCM assembly and the radial length
of the data band being traversed on the platter [11]. The V@Nch is also sometimes referred to as the arm
actuator, is used to move the disk arms across the surfahe pfatters. Physically, a seek involves an acceleration
phase, when the VCM is powered, followed by a coast phaserstant velocity where the VCM is off, and then
a deceleration phase to stop the arms near the desired tfaak tive VCM is again turned on but the current is
reversed to generate the braking effect. This is then fatbly a head settling period. For very short seeks, the
settle time dominates the overall seek time whereas fantyfidpnger (intermediate) seeks, the acceleration and
deceleration phases dominate. Coasting is more signiffoatiing seeks. We capture the physical behavior of
seeks using a Bang-Bang Triangular model [18]. In this mddelany physical seek operation, the time taken
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Figure 1: Different possibilities for a physical seek opiera

for acceleration and subsequent deceleration are equehldalate the acceleration/deceleration components, we
make the following assumptions:

e The head settle time is approximated as the track-to-traek sme.

e LetV,,., denote the maximum velocity that is permissible for the heddch is dictated by the character-
istics of the VCM assembly and also by the bandwidth of theedgihg servo system (needed to accurately
position the head over the desired track). We u$g,a. value of 120 inches/second, which reflects many
modern disk drive implementations.

e The average seek distande,) for a large number of random seeks is equal to a seek a§r0fsthe data
zone [3].

e The coast time for an average seek (of this distabgg,) is zero, since that would yield the lowest seek
time on the average.

The last three assumptions are essentially used to fixlatdciine acceleration/deceleration of the VCM based
on what is needed to bring the head assembly to a maximumitye{®,...) immediately followed by the reverse
braking/deceleration to give the lowest possible seek wmen the average covered distanc®js, .

Let the outer radius of the disk drive be denoted-asWe set the inner radius to be half that of the outer
radius, i.e.,r; = %3 [14]. Let D,,, andTy,, denote the distance (%f of the data zone and the corresponding
(average) seek time. Since we are calculating the time amiingl the movement of the disk arm and not the
settling period;,,, is adjusted by subtracting the settle time of a head (i.e tritk-to-track seek time) from the
average seek time. We can now calculate the time taken dimingcceleration, coast, and deceleration phases of
a physical disk seek operation (of distanfjeas follows:

e Cased = D,,,: For a seek operation that needs to traverse a distanég, gfas is shown in Figure 1
(b), the VCM accelerates the actuator from an initial spefed, @ a maximum velocity,,,..., and then
immediately applies the reverse braking affect which takessame amount of time as the acceleration, i.e.
there is zero coast time and the VCM is on during the entirataur of the seek. To find this duration, we
apply the Third Law of Motion to calculate the acceleratierf@lows:

Ace = 5 Viaz
J— max
CC = 3 Davg/2"

We can then apply this acceleration in the First Law of Motiorcalculate the total time for the seek (of
distanceD,, ) as:
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Tace = TDec = Acc

So when the requested seek distardds D,,,, the VCM is continuously on for this entire duration of
TAcc + TDec-

e Cased > D,,,: Since the actuator cannot move faster thgp,., once it reaches this velocity after the
initial acceleration, there needs to be a coast phase (astelfin Figure 1 (c)) before the deceleration.
Note that the VCM is on during th&s.. andTp.. (whose values are the same as in the previous case)
phases, with a coast time duration@% in between when the VCM is off.

e Cased < D,,y: The distance is lesser than what is needed to reach the maxirlocity for the calculated
acceleration above. Consequently, we again only have aeaation phase followed immediately by the
deceleration phase. We can apply the Second Law of Motioaltulate thel's.. andTp.. in this case as
follows:

[2x 4
Tace = TDec = A—cg

The on/off states of the VCM are then communicated to thentabmodel at the appropriate points as ex-
plained earlier.

Validation: In order to validate this model, we calculated the acceatardhat is computed by our model, under
all the stated assumptions for a Fujitsu AL-7LX disk drivdqieh is a 2.6” 15,000 RPM disk drive, and compared
it to its measured mechanical seek characteristics [2JndJ$ie drive characteristics, we found thg,, for this
disk to be 0.22”. The reported value for the accelerationatisfy the seek time requirement is 220 G (2150
m/s%), whereas our model calculates it using fhg,, to be 253.5 G (2488.1n/5%), which is within 15% of the
reported value.

3.2 Simulation “Warm-up”

At the beginning of the simulation, all the disks are in a cefdte, having the same temperature as that of the
outside air. It takes roughly 50 minutes of simulated timfieethe temperature reaches a steady state. In order
to prevent start-up effects from skewing our results, wégoar the experiments only after the system has reached
the steady state temperature. To simulate this physicalymed-up state, we use a method that is similar to
“simulation-warm-up”, which is common in computer architgre studies. We literally warm up the disk by
running the stand-alone thermal model for the first 150 neimof simulation assuming that the disks are idle (i.e.,
the disks are spinning but there are no arm movements). Siioilof the workload is started after this warm-up
period.

4 Impact of I/O Activities on Disk Drive Thermal Behavior

In order to understand the thermal behavior of real worldoagk first analyze the impact of various types of I/O
activities on the temperature of a disk drive. Let us firsklaball the operations needed to service a disk request
from the physical medium. First, a seek may need to be peddnm take the heads to the destination track from
where the data access needs to begin. As we have seen immS&diseek is composed of an acceleration of the
arms, a period of coasting, and then a deceleration. The \&CAdtive during the acceleration and deceleration
phases, and not during the coast. The time that the arms w@gsbe zero based on the physical distance that
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Figure 2: The different physical phases of an 1/O operatia disk.

needs to be traversed. The seek is then followed by a hedihggteriod. After this, the actual data transfer
(read/write) begins between the disk and the internal mlpitts of the drive. This is then followed by an idle
period (potentially of zero duration) before the next rexjue serviced.

From the sequence of events shown in Figure 2 to serve disleses) we see that the temperature variation of
a disk operating at a given RPM depends onsislx time, coast time, and theinter-seek time, pictorially shown
in Figure 2. Even though the coast is in turn accounted fonénsieek times (i.e. a large coast does translate to a
large seek time), we would like to identify this as a sepafatéor in our studies since its effect counter-acts the
acceleration/deceleration effects (a long coast can lpgsgilow the disk to cool since the VCM is off). A seek
operation that accelerates to the maximum velodity,. and subsequently decelerates without any coast time
(i.e. the profile in Figure 1 (b)) generates the maximum haaamy given seek operation. Let us denote this type
of seek operation asmin-coast seek. Note that the coast is zero even for those seeks wtdndes less than
Dg,4 (Figure 1 (a)), and the term can be viewed to be somewhat osaamier, but we refer specifically to the
profile in Figure 1 (b) as a min-coast seek.

The inter-seek time is the time between the end of a seektpeend the beginning of another. If inter-seek
times are short, then the dissipation of heat from insidediinge during the idle phase between any two seek
operations is lower, thereby further increasing the tewtpee. Although a single seek operation might not create
a significant change in the drive temperature, a sequenagbftemporally close operations (burstiness) can have
a more significant effect.

To summarize, a lower thermal profile can be achieved by omeone of the following:

e Low (possibly zero) seek times, where the acceleratioeléeation durations are low.
e Large coast times, which can possibly outweigh the effetcisnger acceleration/deceleration phases.
e Large inter-seek times, allowing the disk to cool betweestsssive accesses.

We next perform a microbenchmark study to investigate thgachof these factors on a disk’s temperature. In
these microbenchmarks, we vary the inter-seek time (IS ms to 8 ms in increments of 2 ms. In addition,
we also vary the total seek time by considering discreteegahetween 0 ms to 5 ms, in discrete steps of 1 ms.
We also consider a seek time that corresponds to the mini-ealag explained above (which turns out to be 3.38
ms and 3.82 ms for a 3.3” and 3.7” platter sizes respectivélgy a given set of values in this two dimensional
design space (inter-seek times and seek times), the mmmchb®ark introduces a large number of seeks (over a
period of 150 minutes) of these specified parameters afitéaliwarmup of the thermal state. We perform these
experiments for specific disk configurations (platter sizé mumber of platters) that were used in actual platforms
to collect 1/O traces of real workloads which will be desedhin section 5.

In Figure 3, we plot the temperature of some disk drive conéitions for various seek-time values (x-axis) for
a given inter-seek time. Note that the points in the middlthefseek-time range which usually yield the highest
temperatures correspond to “min-coast”. The extreme Hfitp correspond to “zero-seek”, and the ones on the
extreme right correspond to “max-coast”.
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Figure 3: Relationship between seek-time and disk temyerailhe highest point for each of the curves corre-
sponds to a min-coast seek.

As expected, the temperature starts going up with non-ze& 8mes for a given inter-seek time. We see
around 2-6 C increase in temperature when going from zexk-g® the min-coast value in these three disk
configurations. The duration for which the VCM is active gsoimearly with the seek time (until the min-coast
value), contributing to the increase in temperature. Bdyttbe min-coast point, though the VCM is exercised as
much in the seeks, the gap (coast) between the acceleratioteaeleration phases allows the disk to cool a little,
contributing to a reduction in temperature. Despite thisliog effect, the temperatures for even the full-stroke
(the max-coast to the extreme right) seeks are still higter hot performing any seeks (the points to the extreme
left), suggesting that seek time optimization plays an irtgy role in thermal management as well (and not just
for the traditional performance goals).

We find that the inter-seek time has an equally importantcefi@ the thermal behavior. With temporally
close (bursty) seeks, the disk does not have as much timeotpygelding higher temperatures compared to a
workload with seeks that are more temporally separatedhé&iya smaller inter-seek time amplifies the effects of
the individual seek activities. For instance, when we loothea curve for the 2 ms inter-seek time, in Figure 3(a),
we see that if we reduce the seek-time by 1 ms from the 2 mstsaeklpoint, there is nearly a 1.05 C reduction
in the temperature. Nearly the same reduction in temperagLalso achievable by increasing the inter-seek time
by 2 ms. On the other hand, when we see that for the curves mtith-seek times that are longer than 2 ms,
the temperature variation becomes less sensitive to theseek times but is affected more by the seek-time.
For example, to reduce the temperature by 1 C for a seek-tfrAers and inter-seek time of 4 ms, we need to
introduce an additional inter-seek time of 4 ms, whereag abbut a 1 ms reduction in the seek-time is required
to achieve nearly the same effect.

The rise in the temperature is faster for disks that have mlatters (Figure 3(b)) or larger platters (Figure
3(c)), due to the increased viscous heating. This also mifeeabsolute temperature values in Figure 3(c) the
highest due to the nearly fifth-power impact of platter siaad that in Figure 3(b) higher than the 1l-platter
configuration, since the number of platters has a lineaceffie the viscous dissipation.

We have repeated these benchmarks across different digkéBiRfigurations, particularly for those of interest
in the latter portion of this paper. Rather than re-draw la lines, we summarize the temperatures for the (i)
zero seek, (i) min-coast and (iii) max-coast (full-stradeek), for the considered configurations in Figure 4. In
addition, we also show the thermal envelope line (calcdltdde 45.22 C using the same techniques described in
[14]) below which we want the temperatures to remain. Theseand third column of graphs shows the thermal
profiles for successive increases in the RPM for the sameeplsize and number of platters shown in the first
column.

When we look at the leftmost bar (where the VCM is always organh graph on the first column, we find
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Figure 4: Results of Microbenchmark Study. Each row of gsagiiows the steady-state temperature for a disk
configuration for various RPMs (in increasing order front tefright). The horizontal line in each graph is the
thermal envelope.

that the temperatures are very close to the thermal envedipee the cooling system was provisioned to handle
this workload scenario. These disk configurations cornegfo the baseline case, i.e. they are actual product
configurations of prior calendar years when the workloadesawere collected. However, we observe that if

there are long seek operations (higher coast time), thedehpe of the disks are significantly lower than the

worst-case. For instance, for the 3.3” 4-platter disk, wbeast times are long, there is close to a 7 C drop in
the temperature compared to the worst-case. This relaffezahce in the temperature is also observable for the
higher RPMs.

We can also lower the temperature by having much shortewvér zero) seeks, and the savings is much more
pronounced when there is no movement of the arm at all. WeseBaC temperature drop in the low inter-seek
time experiments of the first column when we move from minstda zero-seek. We also find that there is a
greater amount of temperature reduction for the 3.7” diskmared to the 3.3". This is because the power output
of the VCM depends on the platter size and thus has a mordisantiimpact on temperature for the 3.7” drive.
When the disk seek-times are very small, increasing the-ggek time lowers the temperature, although it has a
lesser impact as observed earlier in Figure 3. When coasstare high, the inter-seek time has negligible impact
on the temperature of the drives.

When we turn our attention to the second column of graphsrenthe disk speeds are increased by 5000 RPM
from their baseline counterparts in the first column, we fivat the min-coast bars (where the VCM is always on)
exceed the thermal envelope. As explained in [14], driveufanturers assume worst-case operating conditions
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(VCM always being on) when limiting their RPMs to make thekdiperate within the thermal envelope. However,
as we note in these graphs, there is a relatively large diffar in temperature between the min-coast and the other
two bars, especially at smaller inter-seek times. In faese two bars lie within the thermal envelope, suggesting
that we can even operate at this higher RPM with an apprepbatv scheme.

These results give us some initial observations on DTM selsethat could possibly be employed at this
higher (5000 RPM boost) RPM level. As the bars reveal, th@mos exist for bringing the temperature down
from the min-coast value: (a) bring down seek times closeeto,z(b) increase coast time as much as possible,
and (c) increase inter-seek times. Note that (a) and (b)argasting goals, and we need to keep in mind which
one is more important. The above results for the 5000 RPMtlsluswy that zero-seeks definitely give lower
temperature than max-coast. Consequently, disk arm slihgdgorithms such as Shortest Positioning Time
First (SPTF) can possibly serve to lower the temperaturé fa just enhance performance for which it has been
intended). However, if the waiting queue of requests is shahthe seek distances are not necessarily that low
(i.e. the thermal profile is heading more towards the mirstoegion), then one may possibly opt for an inverse
SPTF algorithm (i.e. Longest Positioning Time First Algln), since in this case we may be able to increase the
coast times.

However, it is possible that we may reach points when chanitne arm scheduling algorithm may not suffice
to remain within the thermal envelope. The bars for the 0 rnes-iseek time in Figure 4 (f) give some evidence
of this observation, where min-coast exceeds the thernvel@pe as well and the zero-seek is fairly close to the
envelope. Getting to the zero-seek value may not be acheevata real workload, and in this case the DTM
option may actually need to increase the inter-seek timgsfloducing delays) sufficiently so that the disk may
cool between successive requests. It is not clear if thepaence benefits of a higher RPM become offset by
these delays, unless the workload itself has temporall{seglarated requests.

Finally, we notice that in the first and third rows of the lasturnn of graphs, the 10,000 RPM increase from
the baseline causes all bars to exceed the envelope. Thergaezount of viscous dissipation due to the higher
rotational speed (which has nearly a cubic impact) couplitia tve nearly fifth-power relation to the platter size
and the linear dependence of the number of platters, cahisdsethavior. Disk head scheduling and introducing
delays are not sufficient to manage the temperature in tlasss cand more aggressive techniques such as dynamic
RPM modulation [12, 5] may need to be employed for DTM.

5 Thermal Behavior of Real Server Workloads

In the previous section, we identified the salient aspectébehavior at the disk drive level that can affect
temperature. Although this study helps us understand théwe importance of the various parameters on the
drive temperature, it is important to analyze how real waoakls use the disk drives within this broad space.
Applications may also consist of different phases of eXeoyteach of which might exhibit a different thermal
behavior. Moreover, based on how applications utilize tis& drives, we can prioritize which physical 1/0
parameter needs to be the primary target of optimizatiofov.

5.1 Workloads

In this paper, we use five commercial 1/O traces, whose cteistics are given in Table 1, along with details of
the storage system (from prior years) on which each tracealiected. Although the disks listed in the Table use
platters that are larger and also lower RPMs than those nsgdves today (eg. 2.6” and 15000 RPM), we tried
to be as faithful as possible to the original storage systenfigurations used for these applications, so as not to
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skew our observations. These workloads were also used jnd BHudy the I/O performance benefits that higher

RPMs could have provided for the disks used in their origstatage systems, under the idealizing assumption
that temperature is not a concern. We use these experimetitg starting point and consider the effects that
temperature plays in the design and operation of such digksdr

Workload Year | # Requests| # Disks | Per-Disk Capacity (GB) | RPM | Platter Diameter (in) | Platters (#) | RAID ?
HPL Openmail [32] 2000 | 3,053,745 8 9.29 10000 3.3 1 Yes
OLTP Application [33] | 1999 | 5,334,945 24 19.07 10000 3.3 4 No
Search-Engine [33] | 1999 | 4,579,809 6 19.07 10000 3.3 4 No
TPC-C 2002 | 6,155,547 4 37.17 10000 3.3 4 Yes
TPC-H 2002 | 4,228,725 15 35.96 7200 3.7 6 No
Table 1: Description of workloads and storage system used.
. HPL Openmail . OLTP Application Search-Engine
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Figure 5: Performance impact of faster disk drives for thrweseworkloads. Each graph shows the CDF of the
response times for each RPM. The solid curve for each graplisstihe performance of the baseline system. The
average response times are shown below each graph in theodidereasing RPMs.

In Figure 5 we quantify the performance for each of the wallkin theitbaseline and higher speed config-
urations by plotting the CDF of the response times when tlesjpective storage systems employ the faster disks.
However, we restricted the highest RPM value to 20,000 RPMghvhas been shown to be feasible for reliable
disk-drive operation [6]. We would like to employ DTM techies that can bring us close to the response times of
these higher RPM disks without exceeding the thermal epeelédditionally, we also compare the performance
improvement of the DTM techniques against their baselingigarations.

5.2 Thermal Profiles

Figure 6 shows the temperature of the higher RPM disks whemimg these workloads. For clarity, we look at
the thermal profiles across three time granularities. Tisé dmlumn of graphs shows the profiles, for the disks
of different RPMs, across the entire simulation of each Waa#t. Again, in the interest of clarity and space, we
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Figure 6: Thermal profiles of the workloads for three timeges The thermal envelope is 45.22 C. Note that the
scale of the y-axes are different for each graph in order tkentfze temperature variations as detailed as possible.
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Workload First Most Frequent Seek-Time Second Most Frequent Seek-Time
Frequency | Seek-Time | Acceleration Time | Coast Time | Frequency | Seek-Time | Acceleration Time | Coast Time

(%) (ms) (ms) (ms) (%) (ms) (ms) (ms)
Openmall 46.7 1.0 0.5 0.0 18.6 2.0 1.0 0.0
OLTP 62.5 1.0 0.5 0.0 37.5 0.0 0.0 0.0
Search-Engine 294 1.0 0.5 0.0 19.6 2.0 1.0 0.0
TPC-C 58.4 0.0 0.0 0.0 41.6 1.0 0.5 0.0
TPC-H 56.5 1.0 0.5 0.0 43.2 0.0 0.0 0.0

Table 2: Seek-time breakdown of the applications usingsdis&t are 5000 RPM faster than their baseline values.
The deceleration time is not shown since its value is samiesa$dr acceleration.

show the profiles only for one representative disk in theagfersystem for each workload. The middle column

zooms into a 5 second time window starting from the fiftietmuté of the simulation and shows the temperature
variation for all the disks that are employed for each stemgtem. The rightmost column goes for an even closer
look by plotting just the first second of the 5 second periodesk last two column of graphs show the profiles

for all the disks that are used for each workload. All worklsare run after the system is warmed up using the
methodology described in Section 3.

Let us look at the first column of graphs. We find that a 5000 RRt&tease from the baseline RPM can
be easily accommodated within the thermal envelope withauing to increase the cooling requirements. The
significance of this can be seen by looking at the performalats in Figure 5, where a 5000 RPM increase can
provide 21%-53% improvement in the response time from tteelbee. The closest that we get to the thermal
envelope value of 45.22 C is for the Search-Engine workledmbre disk-0 experiences a maximum temperature
of 43.15 C.

In order to better understand why we are still within the therenvelope (despite boosting the disks by 5000
RPM more than what they were designed for), we first dissectélek time of the workloads into the acceleration,
coast, and deceleration components. We histogrammedvhksss for each workload, into bucket sizes of 1 ms
granularities, and associated the value of each bucketitsitipper interval. In Table 2 we show the results for
the top two seek-time occurrences, since these really damihe execution. In addition to this, we also show
the probability density function (PDF) of the inter-seakéis of disk-0 for the workloads in Figure 7. Each graph
shows two sets of PDFs, one for the inter-seek times betwegiwa disk seeks (denoted as “All”) and another
only for the seeks that actually involve a movement of thé& disn (denoted as “Without 0-Seeks”). The latter is
used to remove any bias towards the high occurrences ofk3-sgach do not increase the temperature despite
coming temporally close to each other.

From the Table, we see that the bulk of the seeks, acrosseallahkloads, have a duration of 0 ms or 1 ms.
Only the Search-Engine and Openmail workloads show seeksath of duration 2 ms and higher. As we saw
in the previous section, if the time taken for a seek is arahigll ms value, then the heat that is generated is
much less than for a min-coast seek. However, the actualeextyre of the disk also depends on the inter-seek
time value, which is shown in Figure 7. For the OLTP and TPCpHliaations, many of the inter-seek times are
quite long, especially for the former, where they are in theeo of several hundreds of milliseconds. However,
between these workloads, we find that TPC-H runs a littlearablan OLTP, despite the latter experiencing about
an order of magnitude larger inter-seek times for the migjorfithe seeks. This is due to the seek-time behavior
of the two workloads (shown in Table 2). The vast majorityta seeks in both these workloads are of 0 ms and 1
ms in duration. However, TPC-H is composed of a larger prooiof zero-seek operations compared to OLTP
(i.e. there is very good spatial locality in TPC-H). As we davection 4, when inter-seek times are greater than
2 ms, the relative temperature differences for larger wmbfehe inter-seek time become progressively smaller.
However, the seek-time still has a strong impact on temperaespecially in the region that is less than the
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Figure 7: Probability Density Function (PDF) of the intexek times for the workloads. For each workload, the
curve labeled “All” includes disk requests that do not imah movement of the arm (zero-distance seeks) and
“Without 0-Seeks” shows the inter-seek times only betwemk ©perations that actually involve a movement of
the arm.

min-coast value. As TPC-H has about 6% more 0 ms seeks thaP,@kTisks experience a lower temperature.

TPC-C shows a temperature profile that is somewhat simil&@L{BP but exhibits a different set of charac-
teristics. The bulk of the seek-times in this workload ar® ohs in duration and the remaining being 1 ms. In
particular, we can see from Table 2 that its seek-time bigtion is quite comparable to the TPC-H workload.
However, there are a significant number of inter-seek tirmesufid 30%) that are less than 10 ms (the “Without
0-Seek” curve in Figure 7(d)). This would cause the tempeeaio be higher than TPC-H. However, as we have
already seen, the differences in the inter-seek time dolagtgvery dominant role, except for very short values,
making the temperature only slightly higher than TPC-H.

The Openmail and Search-Engine workloads exhibit a largeation in seek-times. There is also significant
variation in the inter-seek times between different digksltie Search-Engine workload (as shown in Figure 7(c)
for disks 0 and 4). We find that 6.5% of the seeks in Openmadl teéween 2-3 ms and none between 3-4 ms.
4.7% of the seek operations in the Search-Engine workload tiames between 2-3 ms and 14.8% of them are
in the range of 3-4 ms. These two workloads also have half th&ir-seek times in the 10 ms range. Recall
that, as the seek-time increases (until we reach the mistgaant), the acceleration that is required increases as
well, causing each seek operation to generate more heapfibhomenon is observable for these two workloads,
where the constituent disks in their respective storagtesys experience the highest temperatures for 15,000
RPM. Between these two workloads, Search-Engine has arhedpiselute temperature because it uses 4-platter
disks (as shown in Table 1), which generates more heat (byearlifactor) than the 1-platter units used by
Openmail.

Although we consider both 3.3” and 3.7” disks, we provisiaffisient cooling such that all the drives satisfy
the thermal envelope of 45.22 C in their baseline configomati Search-Engine uses 3.3” 4-platter 10,000 RPM
disks in its baseline configuration whereas TPC-H uses 3piatier 7200 RPM drives. We found that these two
configurations are not exactly equivalent from the thern@lpoint in the sense that the latter can generate more
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heat than the former, requiring the outside temperaturestslightly cooler. Therefore, if we increase the RPM
by 5000 from their baseline configurations without alteiting cooling system, we might expect the heating to be
higher for the 3.7” disk by virtue of its larger platter sizedanumber of platters. However, we have seen that the
disks used by Search-Engine experience higher tempesatusea TPC-H. In fact, the highest temperature that
any disk in TPC-H reaches for 12,200 RPM is 41.86 C, compard8 115 C for Search-Engine. This is again due
to the same factors outlined above, namely, very short 8emds and large idleness, both of which are application
dependent.

When we increase the RPM by a further 5000, we find that all tinees are now above the thermal envelope.
As we had seen in the microbenchmark evaluation, the highegberatures are now experienced by the 3.7”
disks used in TPC-H. This was observed in the microbenchmesdt in Figure 4(i), where even with inter-seek
times of 8 ms and maximum coasting, the temperature of a 3sK’isl higher than those of the other two, across
all the chosen values for the inter-seek time and coast-tififtés change in the thermal behavior from lower
speeds is because the RPM is now high enough such that it ish@omost dominant determinant of the overall
drive heat. Although there is still some variation in tengtere with workload behavior, even the idle operating
temperature is significantly (more than 10 C) above the thkanvelope. Similar trends are observable for the
other workloads as well and most of them operate roughly 5 @elthe thermal envelope. Since even a5 C
variation in temperature above the thermal envelope canifisigntly affect reliability [1], it is imperative to apply
a DTM technigue to manage its temperature.

From the above results, we note the following important plzens across the workloads:

e The seek-times are significantly lower than the min-coalstevéwith a significant number that do not need
an arm movement at all), reducing the amount of time that tGd\heeds to be on. Even if there are
considerable short inter-seek times (over 50% lower tham&0n many workloads), the short (or zero-
distance) seeks keep the disk cool enough even when the&B0aRPM boost from the baseline. This is
achievable with neither an alteration of the cooling systemby the use of any DTM technique. This is
a rather powerful observation since we are pronouncingtligatlisk could have been provisioned with the
5000 RPM boost statically and we would have never exceedeth#rmal envelope (and gained between
21-53% response time improvement).

e Going for another 5,000 RPM boost does cause the resultslmteithe thermal envelope especially in the
disks with higher and larger platters, regardless of theklwad.

¢ If we do decide to incorporate any DTM (say in the case of Opehwith a 10000 RPM boost from the
baseline), our results also give insights on how we shouldbgut it. With most of the seek-times falling
less than 2 ms, SPTF is good enough for a thermal managemateigst (we do not need to amplify the
coast times). Rather, extending inter-seek times (by plyssitroducing delays) can be more rewarding.
This is investigated in more detail in the next section.

e Finally, at high enough RPMs, one can simply not sustain theklwads without exceeding the thermal
envelope. In these cases, neither seek-time optimizationdelays between requests may be viable DTM
choices. One may need to opt for more extensive DTM techeiqueh as dynamic RPM modulation, and
we leave it to future work to explore such issues.
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6 Feasibility of Delay-based DTM

As we observed, the 5000 RPM boost to the baseline is sti#l tbinaintain the workload execution within the
thermal envelope. At the other extreme of large RPMs, th@é&zaiure would exceed the envelope even without
any seek activity. The question which we then try to answeihisther there is an intermediate RPM range where
DTM to control I/O activities of a constant RPM disk can kelp temperature under control while enhancing
performance. In this section, we examine a simple delagd85 M technique for this region to extend inter-seek
times.

We have already defined the notiontbérmal envelope, which is the highest permissible operating tempera-
ture of the disk. We introduce two additional terminologiekermal emergency andthermal safety - to describe
our delay strategy. The thermal emergency is the temperatiwhich the DTM mechanism is invoked, when
getting close to the thermal envelope. After this point, wendt serve any requests and they are queued up until
the temperature falls to ttibermal safety value, at which time normal operation resumes. It is to bechtitat the
strategy is non-preemptive in that any request being pseckes serviced before the operations are temporarily
suspended. There are several trade-offs for the choicenpfdeature values for the emergency and safety points,
and we show results below with a value of 99% of the envelopahiermal emergency, and values of 98.8%,
98.6% and 98.4% of the envelope for thermal safety. We alssechn RPM that is high enough that the thermal
profile of the execution hovers on both sides of the envelBpether, in the interest of space, we focus mainly on
the Openmail and Search-Engine workloads. The other wadklalo not need DTM even for these higher RPMs,
and are able to remain within the envelope because of thelrtsehaviors explained earlier .

In Figure 8 we quantify the percentage of the execution,rmseof time and the number of serviced requests,
performed above the thermal envelope for these two worklo@dk observe that the two workloads exhibit distinct
thermal behaviors. In Openmail, the time spent above thartdleenvelope is similar across the disks (since it
is configured as RAID-5), while in Search-Engine we find theritial envelope violations are only in half the
disks. Load balancing across the disks and/or having hggaeous (RPM) disks [13, 5] could be possible DTM
methods for this workload. Further, we note that while thal@d energy optimization may favor clustering the
data into a minimal set of disks, so that the rest can be palden [26], the goals for temperature management
may be contradictory.

Although we see that a substantial amount of time is spenteatite thermal envelope, it is possible that a
portion of this time is spent idling. It is therefore necegda look at the fraction of I/O requests that are serviced
above the thermal envelope. We observe a nearly one-toanespondence between the time and the number of
requests, mandating the employment of a DTM technique feretkecution.

We now apply the simple delay-based DTM technique whichss&grvicing requests upon reaching the
thermal emergency, until the temperature drops to therafetys for the Search-Engine workload (results for
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Figure 9: Impact of the Delay DTM technique for the SearclgiBe workload
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Openmail are similar). Since these simulations take ansskeeamount of time, we are showing the results for the
first 200,000 requests. Figure 9(a) shows the CDF of the nsgptimes using this technique for the three values
of thermal safety (98.8%, 98.6%, and 98.4% of the thermatlepe respectively). We also plot the response
times of the baseline configuration which uses 10000 RPMsdekonfiguration that uses disks whose speeds are
5000 RPM higher than the baseline but not needing DTM, araldigks of 17115 RPM which require DTM but
we plot them anyway without applying DTM as a reference ptmr@ompare the degradation in performance. We
can observe that even though in the idealized case, the JRRWMbcan give very good performance (if no DTM
is applied), the application of the DTM severely degradesop@mance wherein a majority of the requests have
response times in excess of 200 ms (compared to 40-60 ms evdref10000 RPM disk). This is because the
delay (throttling) is being done very frequently as is shawfigure 9(b), which has a very disruptive effect on
the normal activities of the disk drive. For instance, irkdds more than 60% of the time is spent in just throttling
(delay) rather than serving requests.

The reason for the inapplicability of the delay based teqpimin these workloads can be explained as follows.
The 1/O requests in the workloads are coming in such a waytligatemperature variances around the thermal
envelope are rather small. This is because the load is iteelfery different over time to cause much variation in
the temperature. Consequently, whenever a delay is intsatjut affects some requests that are queued up. The
moment we get back to the thermal safety point, we again hdest of activity to service the queued up and
newly arriving requests, causing the disk to heat up agaidihg to the next thermal emergency fairly soon. On
the other hand, if the workload showed more thermal varigntteen this technique would be more promising.
This would require the load to be more temporally varying ealternating phases of high and low activity.
Other techniques include providing more disks, as eith&rgubunch of disks or as a RAID, than these baseline
configurations, which can introduce longer idle periods mitiee throttling can be applied without significantly
affecting requests.

It should be noted that there is only a narrow band of RPMsdhatever be applied, when even if this delay
based request throttling is feasible. As was observed, all 88 M boosts the workload is still within the thermal
envelope without requiring any DTM. At much higher RPMs, itliing, but spinning, disks would themselves
exceed the envelope regardless of servicing requests. rAabowe results show, even in the narrow band where
the delay technique may be applicable, the workload chetiatits are not very conducive for applying this
technique in isolation. All these observations further israde the need for DTM techniques which can exploit
multi-speed disks, where a lower RPM can be useful to reduedemperature. Since RPM has nearly cubic
relation to temperature, its modulation can cool the diskefiaproviding more scope for DTM. Using such DTM
techniques on versions of multi-speed disks already dail@m the market (such as [17]) can thus delay fewer
requests, while a more extensive full fledged DRPM disk [1Bicl can service requests at different RPM levels
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would at best slow down the service times during these comhdeeriods. Exploring these issues is part of our
future work.

7 Concluding Remarks

This paper has presented the first integrated performdmecezal simulator that can be used to study the temper-
ature of disks executing real workloads. This infrastreettequires a careful modeling of the details of a seek,
and we have shown how to account for the heat generated irctiedesation/deceleration phases, and the coast
in-between when the disk can possibly cool down. The simulategrates a discrete-event performance model
(Disksim) with a time-step thermal model.

Using this simulator we have conducted detailed microberack studies to understand the temperature re-
lationship to disk level 1/O activities. We point out sevMesptions for temperature management - reducing seek
distances, amplifying coast times, and temporal spacibgd®n seeks - which can be applied even on existing
disks. With five real commercial traces, we show that one téaima 5000 RPM boost without having to resort to
any explicit thermal management. Above this level, we neezhtiploy DTM to stay below the thermal envelope.

As our results indicate, the DTM techniques at higher RPMsamewhat limited by what they can achieve,
if the underlying RPM is rigid. However, there could be a wapectrum of opportunities to exploit if we had the
luxury of multi-speed disks (whether it be similar to whatisilable in the market today [17] or a full-fledged
dynamic RPM modulation disk as suggested in [12, 5]). Wenithte investigate these possibilities in future work.
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