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Redundant Array of Inexpensive Disks
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v Independent write caches: employing an
iIndependent write cache per each SSD

A new write cache design Is proposed for
an array of SSDs
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The proposed write cache, Synchronous

Strip : Independent Write Cache (SIW) improves

v Pre-parity-computation: compute parity
before it Is stored Iin the write cache so
that write caches can be scheduled
iIndependently

the response time by up to 50% and 20%
on RAID-O0 and RAID-5, respectively,
compared with the state-of-the-art write
cache algorithm




