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Outline

• Case Studies

• Linpack
− Top 500 tests

− Characterizing computation to communication

• MPI Benchmarks
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Cases Studies

• Periodic Anderson Model (PAM)
− Performance debugging

• Crystallography and NMR System (CNS)
− Optimization/parallelization of serial code

• Hartree-Fock Calculations using THO
states (Ca)
− Using the right compiler/linker
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PAM

• Simulates the 2-dimensional Periodic
Anderson model on a square lattice

• Implemented with MPI
− Mostly barrier, broadcast, and reduce

• Some OpenMP throughout
− Not used during this study

• BLAS calls (not many)
− Mostly sger and cgemm
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PAM (cont.)

• 4 by 8-way LPAR run 5 times faster than 1
by 32-way non-LPAR run!!!
− Can’t be communication

− What can it be?
• Memory contention, cache contention,…?

• Usual suspects don’t pan out
− No memory swapping

− No (auto) threading

− Linked to ESSL (not ESSL SMP)

6

OAK RIDGE NATIONAL LABORATORY
U. S. DEPARTMENT OF ENERGY University of TennesseeUniversity of Tennessee

PAM (cont.)

• What next?
− Use HPM to get idea of cache usage
− Use –pg to get profile
− Evaluate stats to determine next step

• HPM: use poe hpmcount executable
− To use a particular group, use –g #

• Used default group
− Showed code does more work as the number of tasks

per node increases

• Different stats for # of instructions, cache
misses, etc.

− But get correct results on every run
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PAM (cont.)

• Profile will show where time is spent

• Compiled code with –pg

• Upon execution, produces gmon.out.# files
− Use gprof to create one summary file:
gprof executable gmon.out.* > gmon.sum

• gmon.sum file pointed to get_rn_flt routine
which is part of the SPRNG library
− Almost 40x longer when using 32 tasks on a 32-way

node
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PAM (cont.)

• Investigated user’s SPRNG library
− Most likely compiled incorrectly

(did not compile for MPI usage)

− Recompiled library

− Some sort of locking problem/cache invalidation when
using the non-MPI SPRNG library, worse as more tasks
are used on a node

• Result
− Decreased wall-time in all cases

− One 32-way node is slightly faster than four 8-way LPAR
nodes (as expected)
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CNS

• Crystallography and NMR System
− Serial code, many paths through it

• Particular run on “small” problem takes
− ~2.5 days on 375MHz Power 3

− 22 hours on 1.3 GHz Power 4

• How to significantly decrease wall time?
− Produce a profile, tackle “hot” spots
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CNS (cont.)

• Recompiled code with –pg

• Reran code

• View results (from gmon.out) with
xprofiler
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CNS (cont.)
69200 seconds
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CNS (cont.)
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CNS (cont.)

• The trig functions are used extensively

• Thus
− re-link code with MASS library

− re-run

• Result of linking to MASS library
− Have cut run time by 25%

• 19+ hours down to 15 hours
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CNS (cont.)
54000 seconds
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CNS (cont.)
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CNS (cont.)
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CNS (cont.)

• FFTs are called many times
− Number depends on grid

− Called over 109k times in this example with
• grid 192x200x250

− Uses FFTPACK

− The ESSL FFT does not “like” 200=2^3 x 5^2

− Change how CNS sets up grid to be ESSL
friendly

18

OAK RIDGE NATIONAL LABORATORY
U. S. DEPARTMENT OF ENERGY University of TennesseeUniversity of Tennessee

CNS (cont.)

• Grid size of 256x256x256
− Nearly doubles the # of entries

− Approximately 4X the work

− Only 64k FFT calls

− Result is about the same wall clock time
• 15 hours



19

OAK RIDGE NATIONAL LABORATORY
U. S. DEPARTMENT OF ENERGY University of TennesseeUniversity of Tennessee

CNS (cont.)

• Grid size of 192x256x216
− Grid is only 15% larger

− Only 49k FFT calls

− Result is 2.5 hours less wall clock time
• 12.5 hours

− If use ESSLSMP with 2 threads, then
• 10.5 hours runtime
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CNS (cont.)
38040 seconds
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CNS (cont.)

• Grid size of 192x224x216
− Grid is only 1% larger

− Only 49k FFT calls

− Result is 4.5 hours less wall clock time
• 10.3 hours

− If use ESSLSMP with 2 threads, then
• ?
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CNS (cont.)

• Things yet to try:
− Vectorizing trig operations to use massv

− Parallelize sections of code
• OpenMP in fftab or fftes2?

− Parallelize code with MPI
• Nearly independent tasks

• Large task of retrofitting code with MPI
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Ca

• Hartree-Fock-Bogoliubov calculations
using Transformed HO (THO) states

• Boss-worker model

• Uses LAPI
− Seems to hang

− Job terminates when time runs out

− What could be the problem?  What to look for?
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Ca (cont.)

• Problem:
− Task 0 waiting for message from any other task
− All other tasks except one are “done”
− One task early on in run tested positive for a error

condition

• Called STOP, thus never entered section of
code where task 0 needs one more task to
send it a message

• Why do the other LAPI tasks continue until a
hang?
− Shouldn’t all LAPI tasks exit when one does?



25

OAK RIDGE NATIONAL LABORATORY
U. S. DEPARTMENT OF ENERGY University of TennesseeUniversity of Tennessee

Ca (cont.)

• Culprit: signal-handling library
− Compiled with mpxlf

− Should be compiled with mpxlf_r

• Why?
− If not, then when one task terminates with
STOP, the others continue

• Result
− All LAPI tasks terminate when one calls STOP
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Linpack

• Observations from Top 500 tests

• Use of Linpack to characterize when one
should use US or IP
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Linpack (cont.)

• A benchmark to measure a computer’s
floating-point rate of execution
− Does not reflect the systems overall

performance, no number can

− Does reflect the performance of a dedicated
system for solving a dense system of
equations

− Can be regarded as a correction of peak
performance
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Linpack (cont.)

• Linpack has 3 forms
− N=100 test (serial, no modifications)
− N=1000 test (serial, can use any math library)

• Cheetah gets 3.3 GF on one CPU
− 63.4% of peak

− Highly Parallel Linpack (HPL)

• Many configuration parameters to tune
performance in input file

• Used to determine Top 500 list
• Cheetah is #8 at 2.312 TF, 51.4% of peak

− Obtained with 216 MPI tasks each spawning 4 threads
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HPL

• HPL tuning parameters
− Block size

• NB = 200

− Process grid
• 8x27

− Factorization algorithm
• Panel factorization occurs in one process

column

− Panel broadcast algorithm
• Modified Increasing-Ring (MIR)
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HPL Factorization algorithm

• At a given iteration,
− Do a panel factorization within a process

column

− Then a panel broadcast to other process
columns

• Each column process is broadcasting to its
process row

− Then update the trailing submatrix
• apply pivots and broadcast to each row

• replicate U solve
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HPL: undocumented tuning

• Hardwired configuration parameter
− Column or row ordering of process grid
− Must edit HPL_pddriver.c

− Changing to row made a huge impact

− Not documented on HPL website

− Passed on from one tester to another
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Linpack results (months ago)

8x27

8x27

8x27

8x27

9x24

8x27

Grid

1.8537483RowIPen3

2.2396192RowIPcsss

1.7577893ColumnUScsss

2.0666712RowUScss0

2.2376198RowUScsss

2.3126003RowUScsss

TFlopsTimeOrderingProtocolDevice
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HPL: Observations

• Optimal process grid was 8x27
− 9x24 was almost as good
− Column length is short (8 or 9)

• Each column spread over nodes
• Column panel factorization communicates over

these nodes

− Row operations across few nodes
• Most communication via shared memory
• 4 or 5 nodes in 8x27 case
• 3 in 9x24 case
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HPL: Observations (cont.)
• Why is 8x27 best?

− Panel broadcasts via increasing-ring algorithm
do not make heavy use of switch at any given
time

• Staggered assignment of virtual process grid to
physical processor grid

• Even load of messages over switch for duration

− Column broadcasts have no need to be in sync



35

OAK RIDGE NATIONAL LABORATORY
U. S. DEPARTMENT OF ENERGY University of TennesseeUniversity of Tennessee

HPL: Observations (cont.)
• Why is 9x24 not as good?

− Column broadcasts implicitly in lock-step
• But no benefit because no barriers

− Irregular use of switch
• Floods switch every so often, then nothing
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HPL: Conclusion

• Short-wide process grid is best
− column communication is over a few nodes

• 8x27 grid compared to 9x24 leads to more
balanced network traffic
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Linpack: communication vs.
computation

• Try to characterize what is best to use (US
or IP) for relative computation and
communication loads with HPL
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Motivation

• Evidence of extremely poor performance
across multiple 32-way nodes
− IP faster than US

− Use fewer processors/node and observe
shorter wall-clock time

− Cyclic ordering of tasks better than block
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This is expected right?

• The current hardware supports
− 2 adapters per node

• Does not matter if 4-way or 32-way

− More bandwidth per processors for LPARs

• Therefore one expects
− Better multi-node performance if using LPARs

compared to 32-way nodes
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But…

• For certain simple examples
− Using LPAR in US protocol with default

ordering of tasks does not yield best
performance

• Furthermore, for apps that define a
process grid (e.g., ScaLAPACK codes)
− Shape of process grid is of vital importance
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Example: HPL with 256 MPI tasks

• On 32-way nodes in IP mode with 32x8 grid
− IP yields consistently faster timings than US by 7%

− Cyclic ordering yields dramatically faster timings than
block ordering (40%)

• Accomplished via a script that creates a
task_geometry for LoadL

• Although would typically use 8x32 grid, this
shows, for apps with high communication volume
− IP may be better than US

− Cyclic ordering may be better than default block

42

OAK RIDGE NATIONAL LABORATORY
U. S. DEPARTMENT OF ENERGY University of TennesseeUniversity of Tennessee

HPL: #x8 process grid
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HPL: 8x# process grid
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Observations

• What does it mean?
− For apps with high-volume fixed communication

patterns, IP and/or cyclic ordering may yield better
performance

• What is high volume?
− Communication accounts for 40% or more of runtime

• For
− Medium-volume ~ 25 to 33%; use LPARs and US
− Low-volume < 20%; use US

• Overall IP is not that bad, and in some cases
better
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Observations (cont.)

• Comparisons weren’t completely fair
− Problem size was fixed, thus not optimal for all tests

− Each LPAR was completely used

− Non-LPARs were only fully used for 32-way tests

• Yet,
− LPARs will probably always be fully used for multi-node

jobs where as non-LPARs may not be

• So tests are realistic
− There is an efficiency cross-over from many fully used

LPARs to several mostly used non-LPARs

• Unexpected!
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MPI Benchmarks

• PALLAS MPI Benchmark Suite V2.2

• 256 processes
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• Allgather

• Allgatherv

• Allreduce

• Alltoall

• Bcast

• Exchange

• Reduce

• Reduce_Scatter

MPI routines tested
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Allgatherv
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Recommendations from IBM

• US for short messages when low-latency is
needed
− True for MPI Benchmarks

• IP adequate for large message
• IP for large #s of tasks that

− communicate simultaneously, and
− send large messages

• IP worse for Barriers or Allreduce with small data
− Allreduce benchmark verifies this

• Utilizing fewer switch windows is a benefit
− Use threads within a node
− Linpack Top500 run is an example
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Additional recommendations

• IP for high-volume communication
− Also consider cyclic ordering

− high volume = communication accounts for
40% or more of runtime

• Process grid size can be very important
(short & wide is better)


