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Think back in time 6 generations...
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Climate Science, Circa 2004

* |s the global climate warming?
* |f so, are people causing the warming?



CCSM3 Runs for AR4

ES The Earth Simulator Center
Japan Agency for Marine-Earth Science and Technology
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ORNL CCS Cheetah, Circa 2004
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Earth System Grid
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Climate Science, Circa 2004

* |s the global climate warming?
* |f so, are people causing the warming?



IPCC Assessment Report 5 (AR5)
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Iron Chef Intergovernmental

CMIPS5 defines experiments
Develop a model

Run experiments

Provide simulation output
Scientists worldwide analyze output
Scientists worldwide publish papers
AR5 authors cite papers




Iron Chef Intergovernmental
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ﬁnes experiments
e Develop a model

* Run experiments

* Provide simulation output

e Scientists worldwide analyze output
e Scientists worldwide publish papers
* AR5 authors cite papers
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Climate Model Intercomparison
Project, Phase 5 (CMIP5)

http: //www.wmo.int/pages/prog/wcrp/documents /WCRPnews_20081015.pdf
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CMIP5: Preparing climate simulations and projections for the Fifth IPCC
Assessment Report
16.10.2008

The World Climate Research Programme’s Working Group on Coupled Modelling (WGCM) held

a historic meeting in Paris, France on 22-24 September 2008 where representatives from 20 of
the global coupled climate modelling centres from around the world were invited to hear about
the next climate model intercomparison

Climate model intercomparisons
project (CMIP5). CMIP5, proposed and
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Climate Model Intercomparison
Project, Phase 5 (CMIP5)

B “The grand challenge of the new set of
climate models examined in CMIP5 is to
resolve regional climate changes,
particularly in the next few decades, to

which human societies will have to adapt,
and to quantify the magnitudes of the

feedbacks in the climate system, such as
feedbacks in the carbon cycle.”

The World Climate Research Programme’s Working Group on Coupled Modelling (WGCM) held
a historic meeting in Paris, France on 22-24 September 2008 where representatives from 20 of
the global coupled climate modelling centres from around the world were invited to hear about
the next climate model intercomparison
project (CMIP5). CMIP5, proposed and

Climate model intercomparisons



Climate Model Intercomparison
Project, Phase 5 (CMIP5)

“The advances of CMIP5 compared to

CMIP3 include two classes of models which
address two time frames and two sets of

science questions: i) decadal prediction and

predictability for the decade to come until

2035; and ii) long-term climate prediction
until 2100 and beyond.”

The World Climate Research Programme’s Working Group on Coupled Modelling (WGCM) held

a historic meeting in Paris, France on 22-24 September 2008 where representatives from 20 of
the global coupled climate modelling centres from around the world were invited to hear about
the next climate model intercomparison

Climate model intercomparisons
project (CMIP5). CMIP5, proposed and



Climate Model Intercomparison
Project, Phase 5 (CMIP5)

“Decadal prediction models are higher in
resolution (50 km) and will therefore
address science questions related to

regional climate and extremes.”

The World Climate Research Programme’s Working Group on Coupled Modelling (WGCM) held

a historic meeting in Paris, France on 22-24 September 2008 where representatives from 20 of
the global coupled climate modelling centres from around the world were invited to hear about
the next climate model intercomparison

Climate model intercomparisons
project (CMIP5). CMIP5, proposed and



Climate Model Intercomparison
Project, Phase 5 (CMIP5)

“In contrast, the models developed for
centennial predictions... will include fully
coupled Earth System Models, addressing
climate feedbacks and other large-scale

processes. The latter set of models will be
driven by new emission stabilization
(mitigation) scenarios...”

The World Climate Research Programme’s Working Group on Coupled Modelling (WGCM) held

a historic meeting in Paris, France on 22-24 September 2008 where representatives from 20 of
the global coupled climate modelling centres from around the world were invited to hear about
the next climate model intercomparison

Climate model intercomparisons
project (CMIP5). CMIP5, proposed and



Climate Model Intercomparison
Project, Phase 5 (CMIP5)

Decadal Long Term

* High resolution * Earth system

* Regional climate * Climate feedbacks
* Extreme events e Carbon cycle

* Adaptation * Mitigation



CMIP5 Onions

“Near-Term”
(decadal)

hindcasts &
prediction

CORE

(initialized
ocean state)

“Long-Term”
(century & longer)

past &
future

CORE
diagnostic

http://www.clivar.org/organization/wgcm/references/Taylor CMIP5.pdf



CMIP5 Onions

“Near-Term”
(decadal)
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prediction
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(initialized
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“Long-Term”
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future
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CMIP5 Onions

“Near-Term” “Long-Term”
(decadal) (century & longer)

hindcasts &

. past &
prediction Eture
CORE CORE

(initialized
ocean state

k agnost
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CMIP5 Decadal Onion

additional predictions
Initialized in
‘01,°02,°03 ... ‘09

10-year hindcast &
prediction ensembles:
initialized 1960, 1965, ...,
2005

alternative
initialization
strategies

prediction with
2010 Pinatubo-
like eruption

30-year hindcast and

prediction ensembles:
initialized 1960, 1980 &
2005

prescribed SST
time-slices

http://www.clivar.org/organization/wgcm/references/Taylor CMIP5.pdf



CMIP5 Decadal Onion

additional predictions
Initialized in
‘01,°02,°03 ... ‘09

10-year hindcast &
prediction ensembles:
initialized 1960, 1965, ...,
2005

prediction with alternative
2010 Pinatubo- initialization
like eruption strategies

30-year hindcast and
prediction ensembles:
initialized 1960, 1980 &
2005

Initial
conditions
matter most

prescribed SST
time-slices

http://www.clivar.org/organization/wgcm/references/Taylor CMIP5.pdf



CMIP5 Decadal Onion

additional predictions
Initialized in
‘01,°02,°03 ... ‘09

10-year hindcast &
prediction ensembles:
initialized 1960, 1965, ...,
2005

prediction with alternative
2010 Pinatubo- initialization
like eruption strategies

30-year hindcast and
prediction ensembles:
initialized 1960, 1980 &
2005

Forcings
also matter

prescribed SST
time-slices

http://www.clivar.org/organization/wgcm/references/Taylor CMIP5.pdf



CMIP5 Decadal Onion

additional predictions
Initialized in
‘01,°02,°03 ... ‘09

10-year hindcast &
prediction ensembles:
initialized 1960, 1965, ...,
2005

prediction with alternative
2010 Pinatubo- initialization
like eruption strategies

30-year hindcast and
prediction ensembles:
initialized 1960, 1980 &
2005

Good ocean

d ata fO r prescribed SST
e e, . . time-slices
initialization

http://www.clivar.org/organization/wgcm/references/Taylor CMIP5.pdf



CMIP5 Decadal Onion

gdditional predictions
Initialized in

/ 10-year hindcast &
prediction ensembles:
initialized 1960, 1965, ...,

2005

alternative
initialization
strategies

prediction with
2010 Pinatubo-
like eruption

30-year hindcast and
prediction ensembles:
initialized 1960, 1980 &
2005

How much

do volcanoes prescribed SST
time-slices

matter?

http://www.clivar.org/organization/wgcm/references/Taylor CMIP5.pdf



What if we
had another
big volcano?

CMIP5 Decadal Onion

additional predictions
Initialized in
‘01,°02,°03 ... ‘09

10-year hindcast &
prediction ensembles:
initialized 1960, 1965, ...,
2005

prediction with alternative
2010 Pinatubo- initialization
like eruption strategies

0-year hindcast and
prediction ensembles:
initialized 1960, 1980 &
2005

prescribed SST
time-slices

http://www.clivar.org/organization/wgcm/references/Taylor CMIP5.pdf
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CMIP5 Decadal Onion

additional predictions
Initialized in
‘01,°02,°03 ... ‘09

10-year hindcast &
prediction ensembles:
initialized 1960, 1965, ...,
2005

prediction with alternative
2010 Pinatubo- initialization
like eruption 30-year hindcast and strategies

prediction ensembles:
initialized 1960, 1980 &
2005

Ultra-high

resolution
atmosphere

. prescribed SST
or expenslve time-slices
chemistry

http://www.clivar.org/organization/wgcm/references/Taylor CMIP5.pdf



CMIP5 Long-Term Onion

ensembles:
AMIP & 20 C

Control,
AMIP,
&20C

E-driven
control & 20 C

RCP4.5,
RCP8.5

E-driven
RCP8.5

1%l/yr CO, (140 yrs)
abrupt 4XCO, (150 yrs)
fixed SST with 1x & 4xCO,

All simulations are forced by
prescribed concentrations
except those “E-driven”
(i.e., emission-driven).

Coupled carbon-cycle
climate models only

http://www.clivar.org/organization/wgcm/references/Taylor CMIP5.pdf



CMIP5 Long-Term Onion

Is the model
stable?

} BILL MURRAY AMNDIE MACDOWELL

ensembles:
AMIP & 20 C

RCP8.5

&20C
E-driven E-driven
control & 20 C RCP8.5

1%/yr CO, (140 yrs)
abrupt 4XCO, (150 yrs)
fixed SST with 1x & 4xCO,

All simulations are forced by
prescribed concentrations
except those “E-driven”
(i.e., emission-driven).

Coupled carbon-cycle
climate models only

http://www.clivar.org/organization/wgcm/references/Taylor CMIP5.pdf
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CMIP5 Long-Term Onion

20t century,
prescribed
concentrations

ensembles:
AMIP & 20 C

Coutieh RCP4.5,
RCP8.5

E-driven
RCP8.5

control & 20 C

1%l/yr CO, (140 yrs)
abrupt 4XCO, (150 yrs)
fixed SST with 1x & 4xCO,

All simulations are forced by
prescribed concentrations
except those “E-driven”
(i.e., emission-driven).

Coupled carbon-cycle
climate models only

http://www.clivar.org/organization/wgcm/references/Taylor CMIP5.pdf



CMIP5 Long-Term Onion

20t century,
prescribed
concentrations
Earth System
Models
use
emissions

ensembles:
AMIP & 20 C

Coutieh RCP4.5,
RCP8.5

E-driven
RCP8.5

1%/yr CO, (140 yrs)
abrupt 4XCO, (150 yrs)
fixed SST with 1x & 4xCO,

All simulations are forced by
prescribed concentrations
except those “E-driven”
(i.e., emission-driven).

Coupled carbon-cycle
climate models only

http://www.clivar.org/organization/wgcm/references/Taylor CMIP5.pdf



CMIP5 Long-Term Onion

What’s an RCP?

Control,
AMIP,
&20C

E-driven
control & 20 C

E-driven
RCP8.5
)

1%/yr CO, (140 yrs
abrupt 4XCO, (150 yrs)
fixed SST with 1x & 4xCO,

All simulations are forced by
prescribed concentrations
except those “E-driven”
(i.e., emission-driven).

Coupled carbon-cycle
climate models only

http://www.clivar.org/organization/wgcm/references/Taylor CMIP5.pdf



Vol 463|11 February 2010|doi:10.1038/nature08823 nature

PERSPECTIVES

The next generation of scenarios for climate
change research and assessment

Richard H. Moss', Jae A. Edmonds’, Kathy A. Hibbard?, Martin R. Manning’, Steven K. Rose*, Detlef P. van Vuuren’,
Timothy R. Carter®, Seita Emori’, Mikiko Kainuma’, Tom Kram>, Gerald A. Meehl?, John F. B. Mitchell?,

Nebojsa Nakicenovic”'?, Keywan Riahi’, Steven J. Smith', Ronald J. Stouffer'!, Allison M. Thomson',

John P. Weyant'* & Thomas J. Wilbanks'?

Advances in the science and observation of climate change are providing a clearer understanding of the inherent variability of
Earth's climate system and its likely response to human and natural influences. The implications of climate change for the
environment and society will depend not only on the response of the Earth system to changes in radiative forcings, but also on
how humankind responds through changes in technology, economies, lifestyle and policy. Extensive uncertainties exist in
future forcings of and responses to climate change, necessitating the use of scenarios of the future to explore the potential
consequences of different response options. To date, such scenarios have not adequately examined crucial possibilities, such
as climate change mitigation and adaptation, and have relied on research processes that slowed the exchange of information
among physical, biological and social scientists. Here we describe a new process for creating plausible scenarios to investigate
some of the most challenging and important questions about climate change confronting the global community.
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What’s an IAM?

Integrated assessment
models

e
‘ >~
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http://www.nature.com/nature/journal/v463/n7282/pdf/nature08823.pdf



What’s an Earth System Model?

Integrated assessment

Atmospheric

processes

vulnerability

Imapacts, adaptation and
s|apow 3ewl|D

http://www.nature.com/nature/journal/v463/n7282/pdf/nature08823.pdf
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Judging Criteria

Winners should represent “the full range of
stabilization, mitigation, and reference
emissions scenarios available in the current
scientific literature”

Manageable and even number of winners
(no “middle one”)

Far apart from each other
With available output

http://assets.nydailynews.com/img/2008/12/17/alg_idol_judges.jpg
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CMIP5 Long-Term Onion

Future

\
0
. . . \ ‘0\(\
mitigation ¢
%‘?“‘0\@% ense
scendarios O S
& \&’00,0(\
b 120 Q‘bg\e\
" £ o Control
3% & IS o AMIP,
S e | .§5 ng 820C RCP8.5
E Y - § _g; E-driven E-driven
N SE S control & 20 C

2 1%/yr CO, (140 yrs)
(M)

(@)

@0009\0 \QJ O
5> abrupt 4XCO, (150 yrs) £ ¢

fixed SST with 1x & 4xCO, S 5

All simulations are forced by
prescribed concentrations
except those “E-driven”
(i.e., emission-driven).

Coupled carbon-cycle
climate models only

http://www.clivar.org/organization/wgcm/references/Taylor CMIP5.pdf



CMIP5 Long-Term Onion
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CMIP5 Long-Term Onion
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Iron Chef Intergovernmental

CMIPS5 defines experiments
Develop a model

Run experiments

Provide simulation output
Scientists worldwide analyze output
Scientists worldwide publish papers
AR5 authors cite papers




CESM Models: CESM1.0
4| > AlA + | ®http://www.cesm.ucar.edu/models/cesm1.0/ LEZEEd ¢ | (Qr Google

MODEL SOURCE CODE
MODEL DOCUMENTATION

Copyright and Terms of Use

CESM ] 0 & - 4 h \ l> ) ~_3 All CESM source code is subject to the following
" L~ Copyright Notice and Disclaimer.
» User's Guide h* -

Acquiring the Code

o ®) D X CESM source code is distributed through a public
Atmosphere Land Sea lce Subversion code repository. This code can be
Models

Models v

Models checked out using Subversion client software,
» such as the command tool svn, or simply viewed
with a web browser.

{ ‘ 0 ; . i o ¢ 3 ";"3:'; A short registration is required to access the
» Community Atmosphere » Community Land Model » Community Ice CodE (CICE4) rep°5|it°'y' After registering, ‘/°”d‘”i” rece]‘: :”
) i ¢ email containing a user name and password that
M_Odel (AR (C!'M4 5 ¥ Climatological Ice Model . - ( S i it
» Climatological Data » Climatological Data (DICE) e e B G L L IS EOSITORYE

Model (DATM) Model (DLND)

Acquistion of the code is more fully described in
the CESM1.0 User's Guide.

Ocean Land lce CES Version Summaries and Known Problems

MOdElS 2 o Models RV QOUP'@' il HIE The following table lists the available versions of

e

code along with their test record and any known
problems in the code.

» Parallel Ocean Program » Community Ice Sheet
(POP2) | Model (Glimmer - CISM) .
» Climatological/Slab-Ocean Reporting a Problem

= CESM1.0 Release Versions

Data Model (DOCN)

If you have any problems, please first read the
User's Guide including the sections on FAQs and
Use Cases. Please also refer to the CESM
Bulletin Board, which is in place to facilitate
communication within the CESM community.
Finally, please also refer to the Known Problems
entries that are provided with every release and
release update. If questions or problems still
MODEL INPUT DATA exist, then please send an email to cesm-
d.ucar.edu. Support questions will be

s are available.

External Library Documentation

= Parallel I/O Library (PIO)
= Model Coupling Toolkit (MCT)
= Earth System Modeling Framework (ESMF)

The input data necessary t
input data repository. Note

Somcmer  \WWW.cesm.ucar.edu

Guide explains how to obta

PERFORMANCE AND LOAD BALANCING DATA

\




Growth in Lines of Code for CSM/CCSM/CESM, 1998-2010
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Some New Features of CESM

OpenMP (and MPI) in all components

Parallel I/O

New atmospheric physics w/prognostic aerosols
Full and “fast” atmospheric chemistries

“High top” atmosphere (stratosphere)

Dynamic vegetation with carbon & nitrogen
biogeochemistry

Ocean ecosystem
Land ice-sheet model



Iron Chef Intergovernmental

CMIPS5 defines experiments
Develop a model

Run experiments

Provide simulation output
Scientists worldwide analyze output
Scientists worldwide publish papers
AR5 authors cite papers




229 Configuration Variables

42 varia
58 varia
34 varia
27 varia
68 varia

OO O O O 0O

es fort
es fort
es fort
es fort
es fort

ne overall experiment
ne “configure” step
ne parallel layout

ne “build” step

ne “run” step




Input Data
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W
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Initial conditions

Prescribed quantities
(emissions, concentrations, land use)

2 TB, 9400 files, and growing
(increasing resolution and model complexity)

On spinning disk at each supercomputer site
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Example Run: CCSM4 RCP 8.5

Years 2005-2100 (inclusive, 96 years)

1° global resolution, all active components
— Atmosphere, land, ocean, sea ice

NCAR Bluefire: 13.6 years/day on 512 cores

— 7+ days continuous, broken into 6-hour chunks
(checkpoint/restart)

6 ensemble members
— 6 different 20t"-century runs

98 TB of archived data



CCSM4/CESM1 Runs for AR5
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High Performance Computing



Engineering CESM for Portable
Performance

Block-oriented computation
Hybrid parallelism

Modular parallel communication
Flexible task parallelism
Modular built-in timers



Block-Oriented Computation

Pass blocks of elements as procedure arguments
Operate on a block at a time

More than one element
— Vectorization (SSE, Altivec, double hummer, etc.)
— Pipelining

— Loop unrolling

Less than whole domain
— Cache blocking

— Load balancing

Tunable block size




Hybrid Parallelism

MPI (distributed memory)
and OpenMP (shared memory)

OpenMP can target different parallelism
— 34 dimension in 2D decomposition

— Too tightly coupled for distributed memory
— Allows use of more cores

Or same parallelism

— Aggregate MPI| messages
— Fewer, larger messages can be more efficient

Tunable number of threads/task




Modular Parallel Communication

* |solate parallel communication

* Allow different programming models
— MPI, Co-Array Fortran, SHMEM

e Allow different algorithms
— Performance tuning
— Workarounds for computer limitations




Examples of Different Algorithms

Sends before receives or vice versa
Reproducible dot products

Load balancing options:
on task, on node, nearby nodes, global

Flow control (critical on largest computers)




Modular Parallel 1/0

Tunable number and location of I/O tasks

Choices for underlying implementation:
NetCDF3, NetCDF4, pNetCDF, binary

Potential for asynchronous I/O
Potential for in-memory checkpoint/restart




Flexible Task Parallelism
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Modular Built-In Timers

* Portable performance tuning
— Don’t depend on vendor tools

— Use newest computers

* Configurable level of detail

— Load balance components
— Choose tuning parameters for a given component
— Find tuning “opportunities” and performance bugs

* Opportunity for automatic tuning



Scaling Out CESM

Flexible, hybrid parallelism

Parallel |/O

More-scalable atmosphere grids and dynamics
Higher resolution

More physical processes per grid point
= Higher computational intensity



Kathy Yelick’s Processor Trends
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Moore’s Law Continues
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Power & Frequency Stagnating
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Cores Per Socket Increasing
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Performance Increasing (Some)
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Scaling Out

More cores

More memory
More performance
More space

More power
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Scaling Out = Scaling In

More transistors
More computational
Limited space

Limited power

need




Scaling In

More cores per chip

More threads per core

Longer vector registers (24+ doubles)
Block multithreading (GPUs)

Heterogeneity on a chip
— |IBM Cell

— AMD Fusion

— NVIDIA Project Denver

Power efficiency
More architectural uncertainty




Simulation Years per Day
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Simulation Years per Day
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Simulation Years per Day

CESM Performance
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Time-Integration Challenge

* Explicit methods
— Scalable and cheap per time step

— Resolution goes up, time step must go down
— Single-thread performance no longer improving

* Implicit methods
— Can be stable for large time steps
— Expensive: linear and often nonlinear solvers
— Less scalable: global reductions, latency bound
— Preconditioning advection?



Psst...
Iron Chef Intergovernmental

e CMIPS5 defines experiments
* Develop a model

* Run experiments ‘

* Provide simulation output

e Scientists worldwide analyze output
* Scientists worldwide publish papers
* AR5 authors cite papers
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CISL's NCAR Command Language (NCL)
4| » A ‘ A + @ http://www.ncl.ucar.edu/ (v Q. ncar command langui

NCAR CISL VETS Download Contributors

NCL. Examples., Functions. Resources_ opular Links . What's New., Support.

NCL NCAR Command Language RINCAR A advanced

82 . + Gt Release Information
NCL is an interpreted language e

designed specifically for scientific
data analysis and visualization.

™ N\ Current Version: 5.2.1
) Release Date: July 26, 2010

Uantardint Covatira v nalnd
*

Portable, robust and free, NCL (PR L W
is available as binaries or . |
open source - :

Announcements

Version 5.2.1 now available!

Supports netCDF3/4, GRIB1/2,
HDF-SDS, HDF4-EOS, binary,
shapefiles, and ascii files

Numerous analysis functions
are built-in

High quality graphics are easily
created and customized with
hundreds of graphic resources

Many example scripts and their
corresponding graphics are available ‘

©2010 UCAR | Privacy Policy | Terms of Use | Contact the Webmaster | Sponsored by NSF




CISL's NCAR Command Language (NCL)
- Al Al + @ nhtp://www.ncl.ucar.edu/ ¢ | | Qr ncar command langu:

NCAR CISL VETS Download Contributors

NCL. Examples. Functions. Resources. PopularLinks. What's New., Support.

Search| advanced

-

“NCL NCAR Command Language ANCAR

* Serial NCL scripts generate HTML and plots
— Analysis computers with big I/O
— Web hosting

* Becoming a bottleneck

— 8-9 hours for T341 (1/3° resolution) f\
— Parallel computers for analysis

— Development need: Parallel analysis scripts
= Parvis project: http://trac.mcs.anl.gov/projects/parvis
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corresponding graphics are available

-——

©2010 UCAR | Privacy Policy | Terms of Use | Contact the Webmaster | Sponsored by NSF




CCSM/CESM Output
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Postprocessing Output

* Simulations produce history
snapshots
(many fields for a single month)

e Scientists typically want time series
(one field over many years)

* Scientists often want to compare g
results from multiple models '




NetCDF

Network Common Data Form
Portable file format
Built-in metadata: dimensions, sizes, units

NetCDF Climate and Forecast (CF) Metadata
Convention

http://www.unidata.ucar.edu/software/netcdf/



CMIP5 = CMOR

* Climate Model Output Rewriter

* One primary variable per file
— With coordinate/grid data, attributes, metadata

e Standard variable types defined for CMIP5
 Some CESM fields match CMIP5 one to one

* Others don’t
— Must be derived from model output
— Must be interpolated to standard vertical coordinate

* http://www2-pcmdi.llnl.gov/cmor

- Wi
. :
typical climate scientist & N AR Feed me,
N - CMOR!
http://planetbierwagen.blogspot.com/2011/07/where-my-toys-at-1-audrey-ii.html| =




ESG-NCAR Gateway
| ' > A ‘ A | + | http://www.earthsystemgrid.org/home.htm ¢ | (Qr

stem Gmd ) ¥

ESG-ORNL Gateway

ESG-PCMDI Gateway

&“(Qag

ESG Gateway at the National Center for Atmospheric Research

Search: | Datasets v | for:

To conduct a search, select a category from the pull down menu and/or enter free text into the the text box.

‘ Search ‘ ‘ Start Over

- Search Categories
- Project

> CCSM

> CMIPS/IPCC ARS
> NARCCAP

> PCM

Model
Experiment
Frequency

Realm

+ o+ o+ +

Variable

— Global Climate Models

Mo

Community Earth System Model (CESM)

CCSM 4.0 Model Output

CCSM 3.0 Model Output

Parallel Climate Model (PCM)

— Regional Climate Models

NARCCAP: North American Regional
Climate Assessment Program

— Analysis & Visualization Software

NCL: NCAR Command Language

PyNGL: Python Interface to the NCL
Graphic Libraries

PyNIO: Python Interface for NetCDF
Input/Output

Quick Links

Create Account

Browse Catalogs
Search for Data

ESG Data Gateways

NCAR Gateway
ORNL Gatewa
PCMDI Gateway

Other Gateways

CADIS (Arctic

VZ



ESG-NCAR Gateway
| ' > A ‘ A | + | http://www.earthsystemgrid.org/home.htm ¢ | (Qr

ESG- NCAR Gateway ESG-ORNL Gateway ESG-PCMDI Gateway |

stem Gmd

ESG Gateway at the National Center for Atmospheric Research

A )

Search: | Datasets 4 for: ‘ Search ‘ ‘ Start Over

To conduct a search, select a category from the pull down menu and/or enter free text into the the text box.

- Search Categories ——— [~ Global Climate Models Quick Links
- Project munity Earth Syster Make i
Community Earth System Model (CESM) e i nE
>=CE5H CCSM 4.0 Model Output Browse Catalogs
| > CMIPS5/IPCC ARS Search for Data
S AARCCAD CCSM 3.0 Model Output SESe =0l
> PC Parallel Climate Model (PCM)

ESG Data Gateways

+| Model

— Regional Climate Models
+ Experiment 9 NCAR Gateway

. .

NARCCAP: North American Regional ORNL Gateway
i PCMDI Gateway

Climate Assessment Program

+ Frequency

+ Realm

o o> Other Gateways
NARCCAE cADIS (arcic

— Analysis & Visualization Software

+| Variable

NCL: NCAR Command Language
PyNGL: Python Interface to the NCL
Graphic Libraries

PyNIO: Python Interface for NetCDF
Input/Output
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ESG Federation
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Data stay at

source computer

center

ESG Federation
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Locatable from

ESG Federation 9" rerta
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Expected CMIP5 data for ESG
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Expected CMIP5 data for ESG

Russia
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France
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Japan
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Metafor: Common Metadata for
Climate Modeling Digital Repositories

CMIPS Model Metadata Questionnaire
- | ™~ A ‘ A & | + | http://q.cmipS.ceda.ac.uk/cmipS/3/ ¢ | (Q~ Google

P EEEE—" eSS o B
3 CMIP5 Metadata Questionnaire (1.11) &
E}: Completed data will be sent to the Earth System Grid for inclusion in all official CMIP5 catalogues. :’ .
; The Questionnaire Support Team can be contacted on our dedicated email: cmip5ghelp@stfc.ac.uk 5
3 Instructions for gaining access to the questionnaire can be found here 'j.'
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Summary page for US National Centre for Atmospheric Research (NCAR)

Introduction

Each CMIP5 modelling centre performs Simulations which run Models on Platforms. The purpose of this questionnaire is to glean information about these platforms, models and simulations and how
the simulations conformed to the CMIP5 experiment requirements. We expect each centre to describe at least one platform, one model and multiple simulations following the workflow listed below:

1. Describe a Platform
2. Describe a Model and Grid
3. Describe some Simulations

Itis not possible to start entering simulation information until at least one model and one platform have been described.
Each new platform, grid and model you create will be given a generic name you will need to give these more appropriate short names so they can be distinguished from each other.

Definitions

Models are made up of Components.

Simulations conform to the Numerical Requirements of Experiments via what we call Conformances.

Conformances will consist of either specific code characteristics (defined here as model modifications) or the use of specific boundary or initial conditions.

Computing platforms associated with NCAR

bluefire ‘ Edit ‘ i
franklin ‘ Edit ‘ -
jaguarpf ‘ Edit ‘

Files, References and Parties

PR SR SR ] ] ] S S ] ] S S ] PR S S )

[ L [ L e T [ e T e T e e T e L T L e T [ e T [ R T [ R

Add a new Platform | There are 6 references associated with NCAR
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NCAR ESG-CET portal cumulative download volume (GB)

Monthly download volume (GB), last 12 months
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NCAR ESG-CET portal cumulative download volume (GB)
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ESG Downloads

From “Climate Science—Enabling Worldwide Access to Petascale Climate Data”, by Dean N Williams, Gary Strand, Galen Shipman, and James
McGraw, in http://www.es.net/assets/Papers-and-Publications/BER-Net-Req-Workshop-2010-Final-Report.pdyf.



WAN Bandwidth

Transfer Rate

Time to Transport 1 TB of

Time to Transport 1 PB

Data of Data
10-Mbps 9.7days 27.20 years
50-Mbps 1.94 days 5.44 years
100-Mbps 23.3 hours 2.72 years
1-Gbps 2.28 hours 97.1 days
10-Gbps 13.65 minutes 9.7 days
100-Gbps 81.9 seconds 23.3 hours

From “Climate Science—Enabling Worldwide Access to Petascale Climate Data”, by Dean N Williams, Gary Strand, Galen Shipman, and James
McGraw, in http://www.es.net/assets/Papers-and-Publications/BER-Net-Req-Workshop-2010-Final-Report.pdyf.




WAN Bandwidth

Transfer Rate

Time to Transport 1 TB of
Data

Time to Transport 1 PB
of Data

10-Mbps 9.7days 27.20 years
50-Mbps 1.94 days

100-Mbps 23.3 hours 2.72 years
1-Gbps 2.28 hours 97.1 days
10-Gbps 13.65 minutes 9.7 days
100-Gbps 81.9 seconds ours

Weeks to years?

From “Climate Science—Enabling Worldwide Access to Petascale Climate Data”, by Dean N Williams, Gary Strand, Galen Shipman, and James
McGraw, in http://www.es.net/assets/Papers-and-Publications/BER-Net-Req-Workshop-2010-Final-Report.pdyf.




Output Challenges

* ESG volume and throughput?
* Archive volume and cost

— Computing centers charging for space, adding
quotas

— Which sites should maintain data? For how long?

* Post-processing and diagnostic throughput

— Compute jobs can outrun diagnhostics and post-
processing



Output Opportunities

Parallel |/O
Asynchronous 1/0

Output time series directly from simulation
— Or even CMOR output?

Parallel analysis tools
Distributed analysis tools

Automatic metadata generation and
propagation
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Surface temperature

anomaly from 1980-1999, annual and global mean
Sat Oct 1 09:58:19 MDT 2011
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Surface temperature

anomaly from 1980-1999, annual and global mean
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| | | | | | |

CCSM4 RCP8.5
CCSM4 RCP6.0
CCSM4 RCP4.5

~\

k—CCSM4 RCP2.6J

CCSM4 20C

—————— CCSM3 A1FI
—————— CCSM3 A2

—————— CCSM3 A1B
—————— CCSM3 Bt

—————— CCSM3 Commit

CCSM3 20C

[ —HadCRUT3v

observations

re

new RCPs

eyt

Ly

&
/3
LEY

v ,_J'\\,,—“_-vn-ﬁ«f-’\-'\\.““v\
-~

AL e -\,_,A,"’/Wv\_\"/‘l/\"’v\ -r\f“r“‘u\ N Noo

85C=15F°

P U\J“\,/\-\’_'\ wk,\'_,-'\"-\.l\_/\fr/
J'\r/\ ") v, A"
Vv

~
..N\\ ALY NGV o
!

Aa/ ‘/\.:\,"v\,‘/ W4 ‘,‘—-I‘v

NI

about the same as today

1900

2000

2100
year

2200

2300

Courtesy of Gary Strand, NCAR



Surface temperature

anomaly from 1850-1899, annual and global mean
Fri Oct 21 07:36:46 MDT 2011
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Courtesy of Gary Strand, NCAR
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Surface temperature

anomaly from 1850-1899, annual and global mean
Fri Oct 21 07:36:46 MDT 2011
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AR5 Deadlines

 Working Group 1: Physical Science Basis
— Papers submitted before August 2012

— Papers accepted by March 2013
— Assessment Report approved September 2013

* WG2: Impacts, Adaptation, and Vulnerability
WG3: Mitigation of Climate Change

— Papers submitted before February 2013
— Papers accepted by September/October 2013
— Assessment Reports approved in 2014



Psst...
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Cyberinfrastructure for Earth-System

N

Modeling

L o

James B White Il (Trey)
trey@ucar.edu

Arkansas State University Cl-Days
October 31, 2011

Clip art courtesy of “http.//commons.wikimedia.org/”
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Cyberinfrastructure for CESM

Petascale supercomputers
Terascale clusters

PB and multi-GB/s file systems
Multi-PB and GB/s archives
GB/s wide-area networks



Cyberinfrastructure for CESM

Web repositories for software, input data, and
experiment configurations

Multi-PB distributed output repositories
Standard output formats

Metadata models, conventions, and web servers
Analysis tools (parallel?) (distributed?)

State-of-the-science million-line simulation
software



Questions?

Cyberinfrastructure for Earth-System
Modeling

James B White Il (Trey)
trey@ucar.edu

Arkansas State University Cl-Days
October 31, 2011

Clip art courtesy of “http.//commons.wikimedia.org/”
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