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Abstract

One of the most important problems studied in any sen-
sor network is data fusion. Client/server paradigm has
been a commonly used computing model in traditional
distributed sensor networks (DSNs). However, the de-
ployment of wireless sensor networks (WSNs) and its
ad hoc nature have brought new challenges to the fu-
sion task. For example, the advances in sensor tech-
nology allow better, cheaper, and smaller sensors to be
used, which results in a much larger number of sen-
sors deployed. On the other hand, sensors communicate
through wireless networks where the network bandwidth
is much lower than for wired communication. In this pa-
per, we describe the usage of mobile agent for data fusion
in WSNs. In this computing model, data stay at the local
site, while the fusion process (code) is moved to the data
sites. By transmitting the computation engine instead of
data, network bandwidth requirement is largely reduced
and the performance of the fusion process is more stable.
One of the key problems discussed in this mobile-agent-
based WSN (MAWSN) is how to plan the itinerary (or
route) for a mobile agent in order to achieve progressive
fusion accuracy. This paper presents a method to de-
velop an optimal itinerary for mobile agent to fulfill the
integration task while consuming minimum amount of
resources, including time and power.

Keywords: mobile agent, ad hoc wireless sensor net-
works, data fusion, optimal itinerary

1 Introduction

Distributed sensor network (DSN) has become a very
popular research topic due to its wide application span-
ning across civilian and military domain, including en-
vironmental monitoring (e.g. temperature sensing),
generic object tracking (e.g. people or object locator),
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and surveillance in a large building or battlefield. The
advances in sensor technology and ad hoc wireless net-
working have brought the study of DSN to a new stage
— the emergence and spurs of wireless sensor networks
(WSNs) [2, 7]. Recent development of mobile ad hoc
networks (MANET) is just one example. It describes a
distributed, mobile, wireless, multihop network that op-
erates without the reliance on any existing infrastructure
except the nodes themselves [4].

Even though it is economically feasible today to imple-
ment WSNs, there are several technical challenges that
must be overcome before they can be used for the in-
creasingly complex information gathering tasks. These
tasks, such as battlefield surveillance, remote sensing,
global awareness, etc., are usually time-critical, cover
a large geographical area, and require reliable delivery
of accurate information for their completion. The new
challenges brought to the study of WSN include:

e data volumes being integrated are much larger due
to the increasing amount of sensors being deployed;

e the communication bandwidth for wireless network
is much lower;

e the environment is more unreliable, causing unre-
liable network connection and increasing the likeli-
hood of input data to be in faulty; and

e fixed routing is impossible.

In traditional DSNs, data are collected by individual sen-
sors, and then transmitted to a higher-level processing
element which performs data fusion. During this process,
large amount of data are moved around the network,
as is the typical scenario in the client/server paradigm.
In this paper, we adopt a new computing paradigm —
mobile agents — we refer to this as mobile-agent-based
WSN (MAWSN). In MAWSN, data stay at the local site,
while the integration process (code) is moved to the data
sites. By transmitting the computation engine instead
of data, MAWSN offers the following important benefits:



e Network bandwidth requirement is reduced. In-
stead of passing large amount of raw data over the
network through several round trips, only the agent
with small size is sent. This is especially impor-
tant for real-time applications and where the com-
munication is through low-bandwidth wireless con-
nections.

e Stability. Mobile agents can be sent when the net-
work connection is alive and return results when the
connection is re-established. Therefore, the perfor-
mance of MAWSN is not much affected by the reli-
ability of the network.

Figure 1 provides a comparison between DSN and
MAWSN from architecture point of view.

Processing Element

(a) DSN

Processing Element

mobile agen

mobile agent

(b) MAWSN

Figure 1: Architecture comparison between DSN and
MAWSN.

There are several issues related to the design of
MAWSNSs [14], such as the performance issue, the dis-
tributed data integration issue, etc. In this paper, we fo-
cus our discussion on how to design an optimal itinerary

for mobile agent such that progressive integration accu-
racy can be achieved by consuming minimum amount
of resources. These resources, including on-board sensor
power, computing time, integration time, are critical in
designing a high quality WSN.

2 Background

This section reviews the architecture of traditional DSN
and the key characteristics of mobile agents.

A general DSN (Fig. 2) consists of a set of sensor nodes,
a set of Processing Elements (PEs), and a communica-
tion network interconnecting the various PEs [8]. One
or more sensors is associated with each PE. One sensor
can report to more than one PE. A PE and its asso-
ciated sensor(s) are referred to as a cluster. Data are
transferred from sensors to their associated PE(s) where
the data integration takes place. PEs can also coordi-
nate with each other to achieve a better estimation of
the environment and report to higher level PEs. In the
context of this paper, we assume that the sensor field
is a two-dimensional surface, and the sensor nodes are
fixed once deployed.
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Figure 2: The architecture of a general DSN.

Generally speaking, mobile agent is a special kind of soft-
ware which can execute autonomously. Once dispatched,
it can migrate from node to node performing data pro-
cessing autonomously, while software can typically only
execute when being called upon by other routines.

Lange listed seven good reasons to use mobile agents
[10], including reducing network load, overcoming net-
work latency, robust and fault-tolerant performance, etc.
Although the role of mobile agents in distributed com-
puting is still being debated mainly because of the secu-
rity concern [5, 11], several applications have shown clear
evidence of benefiting from the use of mobile agents, such
as E-commerce [3], distributed information retrieval and
information dissemination [6, 9, 13, 15], etc.



In this paper, we use mobile agent in WSNs to perform
data fusion.

3 Problem Formulation

We define the mobile agent as an entity of four at-
tributes: identification, itinerary, data space, and
method. These attributes are explained as follows:

e Identification: is in the format of 2-tuple (i,7),
where ¢ indicates the identification number of its
dispatcher and j the serial number assigned by its
dispatcher. Each mobile agent can be uniquely iden-
tified by this identification. We use M A4, ; to indi-
cate different mobile agents.

e Itinerary: includes itinerary information assigned
by its associated PE when dispatched.

e Data space: agent’s private data buffer which car-
ries integration results and itinerary information.

e Method: the implementation of the data fusion al-
gorithms.

Let PFE; represent a certain processing element with an
identification 4 that is in charge of the surveillance of a
certain area. Let {MA;1,---, MA,; ,,} represent a group
of m mobile agents dispatched by PE;. Without loss of
generality, we assume that each MA; ; visits the same
number of sensor nodes, denoted by n. In this scenario,
the benefit introduced by the use of mobile agents largely
depends on the planning of the agent itinerary [1]. That
is, we would like to choose an optimal itinerary that
consumes the least amount of resources (time and power)
in order to finish the fusion task.

4 Itinerary Optimization

Itinerary can be determined either statically or dynam-
ically. That is, it can be calculated either before the
agent is dispatched or while the agent is migrating. Dy-
namic itinerary planning is more flexible, and can adapt
to environmental changing (sensor ups and downs) in
real time. However, since the itinerary is calculated on
the fly, it also consumes more computation time and
more power of the local sensor. On the other hand,
although static itinerary cannot adapt to the network
change, it is able to save both computation and power
since the itinerary only needs to be calculated once.
Computation-efficiency, power-efficiency, and flexibility
are three parameters that cannot be satisfied at the same

time. In this section, we first describe two ad hoc dy-
namic itinerary planning strategy. An optimal planning
algorithm is proposed in the end.

4.1 Ad Hoc Algorithms

The itinerary attribute in M A4, ; is in the format of 3-
tuple (O@j, Ti,5, Li,j):

e (; ;: the center coordinate of a sub-area to be trav-
eled by MAiJ;

e 7, ;: the radius of the sub-area;

o L; ;: the list of destinations M A; ; needs to visit in
one trip. Noted that L;; is an unsorted list when
MA; ; is dispatched the first time. A sorted L, j,
however, can be reused after its first trip.
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Figure 3: A comparison between GCF algorithm and
LCF algorithm for itinerary planning under an extreme
case.

Two ad hoc algorithms can be used to calculate the
itinerary: local closest first (LCF) and global closest



first (GCF). Assume both algorithms start at the same
sensor node closest to center C; ;, LCF searches for the
next node with the shortest distance to the current node,
while GCF searches for the next closest node to center
C; ;. Under an extreme case that the n sensor nodes
form two clusters centered at the two ends of the diam-
eter in that sub-area, the itinerary planned by GCF can
result in redundant fluctuation between these two clus-
ters, while LCF handles this case effectively as shown in
Fig. 3.

LCF is a two-part algorithm, described in detail as Al-
gorithms 1 and 2:

Algorithm 1: LCF: itinerary planning algorithm for
the first trip

Data : C;j, rij, Lij, S, (current location, where
k € [0,n], k =0 means M A, ; is at PE;)
Result: the next destination (D)
while true do
switch the value of k do
case k=0
find sensor node S with the smallest
d(S,C; ;) from L; ;;
D=5,
case k=n
L D=PE;

otherwise
find sensor node S with the smallest
d(Sk,S) from the rest of L; j;
D=5,

if D is active then
migrate to D;
k=k+1,;
break;
else

delete D from L; j;
| k=k+1;

4.2 Optimal Itinerary

The problem of optimally planning the itinerary for mo-
bile agents has been discussed in [12] from probability
point of view, where n sites are given at which a certain
task might be successfully performed. The probability
of success at each site is p;. In this paper, we study
the itinerary problem within the context of data fusion
where computation time and power consumption are the
two major concerns. On the other hand, as large amount
of sensors are deployed, redundancy in the sensor read-
outs are used to provide error tolerance. Multiresolution
techniques are popularly used such that when the accu-
racy requirement is not high, processing can be carried

Algorithm 2: LCF: itinerary maintenance algorithm
for following trips

Data

: Cij, 7ijy Lij, Sk (current location, where
k € [0,n|, k =0 means MA; ; is at PE;)
Result: the next destination (D)

while true do
switch the value of k do
case k=n

L D=PE;
otherwise
L D= Sk1;

if D is active then
migrate to D;
k=k+1,
break;

else

delete D from L
| E=k+1,;

R

out at a coarser resolution to save both the computa-
tion time and the power consumed. Furthermore, when
mobile agent migrating around the sensor network and
accumulating sensor readouts, if the accuracy of the re-
sult has reached the requirement of a certain task, the
agent can return to the processing center directly with-
out finishing the entire trip. Due to the complexity of
this approach, it is better applied before the agent is
dispatched. In another word, it is suggested that the
optimal itinerary be used to derive static itinerary.

Let 4; ; be the accuracy requirement for a specific task
(e.g. accuracy of range of detected target) that agent
MA; ; carries out. Each agent plans to visit k=1---n
sensors. We assume each sensor measures the same set
of parameter(s), and the readout of each parameter is a
range of real numbers [ay, bi]. Let py be the percentage
of sensor readout that includes true values of the envi-
ronment, g be the percentage of power remaining on
the sensor node. Let ¢t be the processing time spent at
each sensor node and s be the power consumed at each
sensor which are the same for all sensors. Let us also
assume that the processing time is much longer than the
agent travelling time, so that it can be ignored. We still
use L; ; to represent the list of sensor nodes that M A; ;
should visit. As the migration goes on, the width of pa-
rameter estimation [ag, bg] should be getting narrower
and narrower, while the accuracy approaching d; ;. We
use the change made between adjacent readout range
[(by—ak)—(bg—1—ak—1|/|bk—1—ak—1]| to represent the ac-
curacy. If the accuracy has reached 6; ;, then the mobile
agent does not need to go through the rest of the sensor
nodes, instead, it can return to the PE directly which
saves both migration time and network bandwidth.



An optimal list of nodes L; ; is searched such that the
cost of computation time and the relative power con-
sumption with respect to each node itself reaches the
minimum. An objective function as Eq. 1 is derived,
where Hr is the time consumed and Hp is the relative
power consumed, « is a positive real number that is less
than 1. It indicates the tradeoff between Hr and Hp.

H(Li,j) =aHr + (1 — Oz)Hp (1)
where
Hp = — thk
k=1
and

n
Hp =— Z 5k
k=1

This optimization problem can be easily solved by ge-
netic algorithm. With the optimal itinerary L;; ob-
tained, Algorithm 3 describes how it is used subject to
the requirement of accuracy.

Algorithm 3: Optimal itinerary planning subject to
accuracy requirement

Data : L;; (optimal itinerary), §; ; (accuracy re-
quirement), [ag,bi] (sensor readout of a
specific parameter), where k = 1---n, wyq
(the width of the previous sensor readout)

Wold = OO

k=1,

while £ <=n do

while L; ;[k] is not active do

kE=k+1;

end

migrate to L; ;[k];

obtain the sensor readout as [ag, bg];

if [Gs—ar)—woal 5 . then

Wold = b, — ay;
k=k+1,;

end

end

return to the processing center;

5 Summary

This paper describes the use of the mobile agent
paradigm for data fusion in WSNs. We focus our dis-
cussion on optimal itinerary design of the mobile agent.
Two ad hoc algorithms are proposed to compare with
the performance of the optimal itinerary.
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